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Editorial Preface:

This presentation intends to provide an overview over the most important
Industrial Ethernet Technologies. Based on published material it shows
the technical principles of the various approaches and tries to put these
into perspective.

The content given represents my best knowledge of the systems
introduced. Since the company | work for is member of all relevant
fieldbus organizations and supports all important open fieldbus and
Ethernet standards, you can assume a certain level of background
information, too.

The slides were shown on ETG Industrial Ethernet Seminar Series in
Europe, Asia and North America as well as on several other occasions,
altogether attended by several thousand people. Among those were
project engineers and developers that have implemented and/or applied
Industrial Ethernet technologies as well as key representatives of some of
the supporting vendor organizations. All of them have been encouraged
and invited to provide feedback in case they disagree with statements
given or have better, newer or more precise information about the systems
introduced. All the feedback received so far was included in the slides.

You are invited to do the same: provide feedback and — if necessary —
correction. Please help to serve the purpose of this slide set: a fair and
technology driven comparison of Industrial Ethernet Technologies.

Nuremberg, February 2014
Martin Rostan, m.rostan@ethercat.org



Industrial Ethernet Technologies Page 2 © EtherCAT Technology Group

Industrial Ethernet Technologies: Overview

»Classification

#PROFINET €——>

»EtherNetIP <€ . e .3' m

Metwarks Budlt on e
A Camsmaon bnduirial Protocol

rcctikie <—> [

i
%h, T £
o, e

FSercos |l € = SEPGDS

the automation bus

ETHERMNETHNE R BN 1

~Powerink €——> POWERLINK

»Modbus/TCP€ > ‘@Modbus
. —b, '
»EtherCAT €————> Ethercn'l: -
Technology Group
#Summary

All Industrial Ethernet Technologies introduced in this presentation are
supported by user and vendor organizations. EPSG and ETG are pure
Industrial Ethernet organizations, whilst the others have a fieldbus
background and thus members primarily interested in the respective
fieldbus technology.

All technology names as well as the names of the organizations promoting
and supporting those are trademarked. The trademarks are honored.
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Depending on the real time and cost requirements, the technologies follow
different principles or approaches. This comparison tries to group those
approaches in three different classes by looking at the slave device
implementations:

Class A uses standard, unmodified Ethernet hardware as well as standard
TCP/IP software stacks for process communication. Of course some
implementations may have modified ,tuned” TCP/IP stacks, which provide
better performance.

Class A approaches are also referred to as ,best effort” approaches. The
real time performance is limited by unpredictable delays in infrastructure
components like switches — no just due to other traffic on the network. The
by far largest obstacle to better real time performance however is provided
by the software stacks (TCP/UDP/IP).
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Class B approaches still use standard, unmodified hardware, but do not
use TCP/IP for process data communication. A dedicated process data
protocol is introduced, which is transported directly in the Ethernet frame.

TCP/IP stacks may still exist, but typically their access to the Ethernet
network is controlled and limited by what can be considered a timing layer.

Of course this description is pretty generic — but more details are given in
the technology specific sections.
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Class C approaches aim even higher with regard to performance. In order
to achieve these goals, dedicated hardware has to be used (at least on
the slave device side).

In case of PROFINET IRT, the Special Real-time Ethernet Controller is
more a Special Switch Device — but the result is the same: better
performance due to better hardware integration.

This does not exclude the use of TCP/IP and the Internet Technologies.
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There are 3 PROFINET-Versions:

Version 1 (,Component Based Automation®), a Class A approach
Version 2 ((Soft) Real Time®), a Class B approach

Version 3: (,Isochronous Real Time®), a Class C approach

Profibus International (Pl) has moved away from the terms RT/IRT and
introduced the term PROFINET 10 for both RT and IRT...
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Not all IRT devices support cycle times < 0.5 ms, e.g. Siemens Sinamics
Controller.

The jitter shown in the graph above show the intended values for the end
device — and do not necessarily cover the jitter caused by the network
(e.g. forwarding jitter of the switches)
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Initially the PNO/PTO message was: protect your investment and continue
using Profibus, for Ethernet connectivity we provide a transparent
gateway.

Work on the gateway (proxy) concept was started as early as 1999. First
spec (V0.9) published in March 2001 (EtherNet/IP was first introduced in
2000).

Meanwhile CBA is not supported by Profibus International any more. The
most recent document mentioning CBA on the PROFINET Website is from

2009.
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Approach may be fine for
50 variables, but how do
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this way?

PROFINET Connection Editor
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PROFINET CbA (Component Based Automation) comprises more than
just a communication protocol: the CbA programming approach with
graphical mapping of variables to establish communication links.
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PROFINET V2 was initially called SRT (Soft Real-time). The term ,soft"
was later dropped for marketing reasons.

PROFINET RT is meanwhile mainly addressed as PROFINET 1/O
(together with IRT).

Siemens communicated that PROFINET RT provides performance similar
to Profibus. Even though this is optimistic (typically Profibus is faster and
provides better node synchronization), one can read this statement as
follows:

If Profibus performance is sufficient, but Profibus is not expensive enough,
PROFINET RT is an alternative.
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PROFINET IRT (V3) is a class C approach which introduces special hardware in
order to achieve sufficient performance and synchronicity for motion control
applications.
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In PROFINET RT, cyclic data exchange is triggered by local timers, which are NOT
synchronized (High Precision Time synchronization with PTCP is only required in
IRT = Conformance Class C). Hence in PROFINET RT there is no general support
for sub-ms network wide synchronization, and there are frequency fluctuations.
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« Line, Branch + Tree Topologies are supported

« Siemens recommends:
use star architecture and keep the cascade depth of switches low

« Line Topology thus not recommended, due to cascaded switch issue

“ PROFINET daly exchanis aod cormmaicabon
4 & Safup recommendaion oy andimeeng PROFINET

4.6 Setup recommendations for optimizing PROFINET
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1. Connect a router or 8 SCALANCE 5 bebween the ofica network and PROFINET syslem.
Lisa el rowiter b0 disfiris Bocess pinliages fof your PROFINET sysiem.

2. Wione usedul[set up your PROFINET i o star archischun](in fhe contiol catinat
petiaps)

3] Kiehp o cascade oepin of swiches iow.| This increases clarty of your PROFINET
syslem archfecise

Source: Siemens PROFINET System Descripbion, System Manual 082008, ASEQ0208288-04, Page 75
I e 20710 wersion of this documaend, Bem 3 veas removed = She 2010 version containg the recommendaiion 1o use dedealed Semens Seiches only.

Februsry 2004 ¢ CrweaAT Technology Geoup irtuyirasl Efwene Twchrcioges

Even though PROFINET marketing claims that line topology is supported,
in fact this is not recommended by Siemens.
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PROFINET IRT: Functional Principle %ﬁﬁ.
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The minimum cycle time is determined by the approach to include generic
TCP/IP traffic in a gap wide enough for the largest Ethernet frame.

This approach leads to limited bandwidth utilization, since even though
most applications only have sporadic TCP/IP communication, the
bandwidth remains reserved for this kind of traffic.

For cycle times below 250us the so called High-Performance-Profile has
to be implemented, which is an optional feature in V2.3.

As of Feb 2014, there are no master devices supporting this profile. The
standard PROFINET masters from Siemens start at 250us (Motion
Controller) or at 1ms (e.g. PLC S7-315).
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»Classification * Line, Branch + Tree

Topologies are supported
»PROFINET * Max No. of Nodes (Siemens®): 64

* IRT. only special PROFINET IRT switches can be used — no

rEtherNet/IP

i Commercially Of The Shelf (COTS) switches.

~CC-Link IE * Cascading of switches in a line has practical limit — this means:
branch/star topology is the common design, whether desired or not

»Sercos |l + The network topology layout requires a top-down approach

»Powerlink = The planning process mandates the layout and wiring of a

configuration: performance data is true for a specific topology ONLY

Modbus/TCP » Therefore: topology restrictions apply when designing a network
with a required performance

=EtherCAT

~Summary * Limitaton of Smmens ERTEC 400 PROFINET IRT Chip

The non-linear and even unpredictable interdependency between topology
and performance may require several iterations (or ,try and error® steps)
when designing a network layout for a required performance.
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Both versions can be mixed, if
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In principle both varieties (RT+IRT) can be mixed. Since IRT switches

have to be used then, one can say:

RT devices can be integrated in IRT networks, if there is sufficient

bandwidth and if the master supports this.

Siemens recommends in the current System Manual* to position the RT
devices at the end of the PROFINET system, outside of the IRT sync
domain. Synchronization between the RT and IRT devices is not possible
(“if you want to synchronize with IRT, the respective PROFINET devices

must support IRT communication”).

* Source: Siemens PROFINET System Description, page 153, “Setting up PROFINET with IRT”, 07/2010, ASE00298288-05
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PROFINET IRT System Planning ()  #06cc

»Classification Input for planning/configuration of the network:
- the topology of the network
EEROFINEY | * For every connected port of every device in the IRT network
the partner port has to be configured — configuring the cable
~EtherNet/IP length or signal delay time is also recommended for better
results
»CC-Link IE - and for every transmission the optimization algorithm needs:
_ the source- and the target node,
=saiCos - the amount of transmission data,
s + projected features of the connection path (e.g. Redundancy)

»Modbus/TCP Output of the projection for every transmission and device
respective switch:

~EtherCAT * Ports and exact transfer time timing for each frame

#Summary

Besides hardware costs, the crucial issue of PROFINET IRT is the
complex system planning.
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»Classification « Complex recursive optimization problem

|-,,FRDF5NET l « Configuration and System Planning is a process
executed by a central Algorithm in the Engineering

» EtherNet/IP System.

_ . + Small change in input (e.g. one more node) may lead to

»CC-Link IE big change in output (cycle time and thus performance),
due to unpredictable behavior of optimization algorithm

=Sercos |l

~Powerlink .
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5Modbus/TCP performance

»EtherCAT

#Summary

For each node all communication relationships have to be known and
scheduled. Of course there are strong interdependencies between the
schedules. Therefore the system planning is a complex recursive
optimization problem without a straightforward solution — even with fairly
simple topologies.

Due to the complex nature of this problem the optimization algorithm may
come up and be satisfied with a relative rather than the absolute optimum
— which means, that a small change in the configuration (e.g. adding just
one more node) may result in large changes in the network performance.

The algorithm was developed by Prof. Dr. Ulrich Lauther and has 23.000
lines of code, according to Siemens. A license for the planning algorithm
(in dll format) can meanwhile be obtained by Pl members — it remains a

black box algorithm, however.
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PROFINET IRT: Performance P

»Classification Published by Profibus International: P{'.

Performance values for Motion Control applications with PROFINET and IRT

~PROFINET
e [ i i
- Numb of nodes” 1 ::;m H-'i‘

FEtherNet/|P -1 j4=68
»CC-Link IE i s =ty <1ps
Reserved for open
»S m communication 50% 50% 50%
Coadis with standard IT psalgcols
T ST L L
Powerlink x can it pigieding
#Modbus/TCP PROFINET cycle time does Valid for a network CLUSTER
not improve for more realistic (4 networks) only, not for a
+EtherCAT no. of Bytes per Node (e.g. 16) single network...
FSummary

Source: Profibus infeinational Presentation: PROFINET Benefits

This is the performance data table published for PROFINET IRT.
However, the table is valid only for a cluster of networks: 272 nodes
sharing 50% bandwidth at 1ms cycle time means 500 ys / 272 = 1,84 pys
per node. The shortest Ethernet frame takes 7us to transmit.

Furthermore, most controllers using the Siemens ERTEC 400 chip have a
limit of 64 IRT nodes — on all 4 ports combined, due to resource limitations
within the chip.

Controllers using the 2-port ERTEC 200P can only handle a much smaller
number of nodes (~16)

This is not to state that PROFINET IRT was not fast enough for most
applications...
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»EtherMet/IFP _{'ERQFIMETRT.I
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»CC-Link IE Best effort approach time slicing without || with topology oriented
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»Sercos Il standard network defined timing for
ZIeIC0S components: each connection path:
Soft Real Time with
*Powerlink Soft Real Time Hardware Support Hard Real Time
PLC Type Applications Motion Applications
#Modbus/TCP Sy i
All variants are called

istieiCAl PROFINET 10
»Summary

In order to avoid the complex topology network planning process, an
intermediate approach had been introduced: Realtime (RT) Class 2 (within
Siemens also called IRT “Flex” or “IRT with high flexibility”) using
PROFINET chips (e.g. ERTEC). High priority network traffic is sent in the
IRT time slice, but without predefined timing for each connection. Low
priority communication is handled in the NRT time slice. PROFINET chips
have to be used throughout. Cyclic behavior can be achieved if the
network load is low and the application tasks are synchronized with the
communication cycle. The downside is that there is unused bandwidth that
is exclusively reserved and cannot be used for other communication.

IRT Flex was intended as a simplified PROFINET IRT variety for PLC type
applications that utilize ERTEC profinet chips (Siemens Simatic S7).
However, due to incompatibility issues, IRT Flex is not promoted or
recommended by Siemens any more. In the PROFINET Specification
V2.3 IRT Flex is marked as “legacy”, thus not supported any more.

RT Class 3 (also called IRT “TOP” or “IRT with high performance”) is the
variant formerly referred to as PROFINET IRT. This approach provides
hard real time behavior but requires the detailed network planning
(topology editor) and the optimization algorithm: the topological
information from the configuration is used for planning the communication.
Siemens is adopting this variant for PLCs as well.

PTO/PNO generally downplays the differences between the PROFINET
variants, summarizing all of them with the term “PROFINET 10”.
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# PROFINET IO: Conformance Classes #0006
S Classification * PROFINET defines 3 conformance classes: A+B = RT, C = IRT (+RT)
* For synchronized Motion Control, regardless of Cycle Time:
*PROFINET Class C required
= Class C:
FEtherNet/IP Highest delerministic data transfor
Certifiod devices and notwork components
7 r Topmost parformance
»CC-Link IE Class B:
Certified devices and network components §
=Sercos Il Topology determination and upload E
=Powerlink E
»Modbus/TCP ]
= i &
iyl H o Mon o, ¢ mochionoos F4
»EtherCAT iy o Rdctns 12,3 :
aptional manddatong T
~Summary 5

In addition to the RT classes, PROFINET has introduced (see IEC 61784-
2) Application Classes (Isochronous for motion control, Non-isochronous
for factory process + building automation),

Redundancy Classes (MRP: Media redundancy protocol; MRRT: Media
redundancy for real-time (dropped in PROFINET V2.3); MRPD: media
redundancy for planned duplication) and

Conformance Classes. The Conformance Classes predominantly define
the support for the topology recognition features. Redundancy Classes
and Conformance Classes are interlinked.

Topology Recognition originally was required for Conformance Class B +
C, only; meanwhile this is required for Conformance Class A (but without
LLDP-MIB).
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%) > PROFINET RT Switch Selection P

#Classification * RT: in Theory, unmanaged Switches can be used
(for Conformance Class A PROFINET Systems, Class B + C
+»PROFINET | Systems require managed switches throughout).

+ However, most unmanaged switches forward LLDP frames, leading
=EtherNet/IP to unwanted additional traffic (and stability issues)

* Therefore even for Conformance Class A PROFINET networks,

REC LR managed switches are recommended (for LLDP) - and they have to
be selected very carefully (1T support required). Or use Siemens
»Sercos Il Switches...
Swilches in PROFINET
~Powerlink Usa the switches of the SCALANCE product family if you want 1o use the full scope of
PROFINET. Thay are optimized for use in PROFINET 10,
>Modbus/TCP Sourge: Siemans PROFINET System Description, System Manual 0772010 ASEQO288268-05, page 40
. » see also EFTA 2007 Conference Paper by lwan Schafer + Max Felser,
»EtherCAT Berne University of Applied Sciences: “Topology Discovery in PROFINET™;
http:/fwww. felser ch/download/ETFA-01-2007. pdf
»Summary

It was found that there are issues when using unmanaged switches with
PROFINET Class A (in B managed switches are mandatory): common
COTS switch chips forward LLDP (Link Layer Discovery Protocol) frames
to all ports, which leads to substantial additional network traffic (the
frames are handled like broadcast frames).

Conclusion: even for Conformance Class A PROFINET networks, in
reality managed switches have to be used (for LLDP) - and they have
to be selected very carefully (IT support required).

see also EFTA 2007 Conference Paper by Iwan Schafer + Max Felser, Berne

University of Applied Sciences: “Topology Discovery in PROFINET”:
http://www.felser.ch/download/ETFA-01-2007.pdf
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»Classification * PROFINET can be vulnerable if certain non-PN network

traffic occurs, such as high density of (short) ARP requests

|;-PROFINET l = This applies to RT as well as to IRT, since in IRT the NRT
channel is used for supporting services, such as:
»EtherNet/IP = Synchronization (PROFINET PCTP, similar to IEEE1588 PCTP)
= All acyclic services
»CC-Link |E (which are used by some masters in a cyclic way).

* Discovery protocol (LLDP)

Shcet Framins
Bus Isochronous Real-Tima Mon Real-Time IRT

~Powerlink | : : eaten! (Y
CPU; o ¥ " u LY

-CPIJ-I:uu:. 5

»Modbus/TCP * Therefore Profibus International has published a
spec/guideline called ,PROFINET 10 MNet load®

»EtherCAT « Thus the PROFINET user is now responsible to ensure
that certain network load limits are not exceeded.

FSercos 11

»Summary

PROFINET marketing has always claimed that PROFINET provides (quote from PI
‘PROFINET Benefits” presentation):

* “Unlimited IT communications parallel to real-time communications
» Easy use and integration of standard Ethernet applications”

However, since the PROFINET technology itself (unlike e.g. EtherCAT) has no means
to control or restrict incoming “unlimited IT communications”, there can be rare
overload situations that cause the network to fail. If the communication processor of a
device is too busy to handle e.g. an occasional burst of broadcasted ARP frames and
therefore cannot keep up with executing services such as IP communication,
propagation delay measurement or synchronization, the communication times out and
the master will recognize an error — the system stops.

One could consider this an implementation problem that can be avoided by providing
sufficient processing resources throughout — but it is a problem that occurs in reality,
especially in large networks. And adding resources such as processing power eases
the problem, but does not resolve it reliably.

It can be challenging to ensure that certain network load limits are not exceeded. If
e.g. a service notebook starts to scan the network for IP addresses at high pace, who
knows what kind of load condition this generates?

By the way: Industrial Ethernet technologies that tunnel other Ethernet traffic - such
as EtherCAT — remain in control of the additional network load and avoid such
situations by design.
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PROFINET Robustness (ll)

[PROFINET 10 Security Level 1 - Netioad

a066E

#Classification

#PROFINET

»EtherNet/IP

»CC-Link IE

=Sercos |l

=Powerlink

#Modbus/TCP

=EtherCAT

#Summary

vuary 2014

PROFINET
User danufarturer

This area is for members only. Please login to access this download.

Because Security becomes mora and mare important for producton networks,
robustness and an adequate behawvior in case of secunty incidents are necassary
gualitias of automation davices. The netload test helps to improve these guakbes.

In arder to achieve a comman approach to evaluate the behavior of PROFINET 10
nodes a netload test i wsed Lo provide common best conditions.

The document 7.302 descnbes tha focus of the netload best and provi

e
background information concemmang the netioad test as part of the PRI
cartification.
The document 2.302 desinbes how to get the mformation of the test L -
Secunty Level 1 test for PROFINET 10. The test cases shall descnbe 1 —
=~ e

frames and sequences that can be downloaded from wwwprofinet

Scrpprahot from

il anonid

Peolitus internutnal wabase
s boma s Tl et i o |

Regardless of the net load class, PROFINET IO devices are only required
to handle 50 ARP request per second (in any density within that second).

This means that

things may go wrong if an average of one ARP request

per 20 ms is exeeded. The latest draft version of the PROFINET IO

Security Level 1

- Netload Guideline was published in Nov 2013. Now

LLDP traffic exceeding 5% within one ms is suggested to be a “faulty”

condition.
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goGos

#Classification “mindustrial ethernet book
U]

Enhanroy Astwmyign gud iwivrmni Coasgcnsing

#PROFINET

Sitmcribe At 08 . Consct [N - -

FEtherNet/IP . el Lo el | ¢ ]+ |
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Libmd Tt pairtmmiad sy PRORBLSAFRCIRET miemadenel (M) Tha padumano (o
il B PROOFRITT Bk Destrod Sl brn LSS S 50 Sty § BB BaBa el mll

sgunin W bl bt o0 tun it e (S et LrleT Rt ek et

Dl o off Bia. g adl mobea Wil { Borrm! pe—rrgm iorti Rt FPCA S0 GO0 i atve
o Vi Barin LB Tt Foen BT L Toill Thep PRASF 0 T pririnc e i o o] Fii
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=Sercos |l

BRATTY TS GO 80 Satnat Tha FTM#E Load Teot i deiagnad I suuleate B offcts of
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=EtherCAT
L]+
 SnAY T T T
from industeal Ethamest Book wisbate
hitp: Mevww ebimedia commdndes php ParBa M Enarendids 1545 1884k aeLhbs ]

Febnumy 2014 EPwelAT Technciogy Gioug

This press release shows that vendors take the net load specifications
seriously: Softing is happy that their device passed (the preliminary) test
cases for net load class Ill, but how does the user ensure that the net load
is confined within a certain class?
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PROFINET: Ease of Use P

»Classification +  PROFINET has no structuring concept (with isolated Ethernet
segments), therefore Single Layer 2 network needed

~PROFINET | «  All modules or subsystems within one line require a common
configuration!
» EtherNet/IP +  Setup of addresses difficult — each I10-module affected
Setup cannot done by the machinery supplier
»CC-Link IE P y ] - SPR
=Sercos |l e - 7 .
FPowerlink . Lizig | - T
»Modbus/TCP - /s r/
~EtherCAT - N ]
fice |
#Summary

Since PROFINET has no structuring concept, all modules within reach of one
PROFINET node (e.g. all machines and subsystems in an assembly line) have to
have unique names/addresses. This means that the node address has to be
assigned by the system integrator: the node addresses assigned by the machine or
subsystem supplier may conflict with neighboring systems and may therefore have to
be modified at the customer site.
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' ’],Jr‘ PROFINET Version 2.3 P

»Classification * In Oct 2010 PROFINET Version 2.3 Ed.1 was released
» The new version intends to improve the performance

»PROFINET l in line topologies with IRT by
— Shortening the frames as they pass through subsequent
- EtherNet/IP nodes (Dynamic Frame Packing DFP), which requires
_ . new datagram structure with multiple CRCs
FEC K - Changed interpretation of the Ethernet MAC address
_ (Destination address contains Frame ID) to reduce
Ezaicos i forwarding time in IRT ASICs (“Fast Forwarding")
> Powerlink * This new Version requires new PROFINET ASICs

+ So far only PROFINET slave ASICs supports these features

#Modbus/TCP * Performance gain can only be achieved if all devices in the
system support IRT V2.3

~EtherCAT + And V2.3 is far from being stable.... (Edition 3 coming up)

»Summary

Profibus organization PNO showed a PROFINET IRT+ demonstrator in
April 2008 at Hannover Fair. According to a PNO press release of Nov 26,
2008, “The specifications will be finished in the second half of 2009°.

Similar to RT and IRT version that are summarized as “PROFINET 10" in
order to play down the many varieties of the technology, the PROFINET
organization does not use the term IRT+ any more. The features of the
new version which requires new chips are contained in the PROFINET
specification V2.3, of which Ed. 1 was published in October 2010.

V2.3Ed.2 was published in December 2012.

The next version V2.3Ed.2MU1 was published in October 2013.
(substantial change log in Technical-editorial-Changes-d23Ed2MU1_V1_Oct13.pdf).

Currently PNO is working on Ed. 3.
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IRT 2.3: Dynamic Frame Packing (DFP) %G =
»Classification DFF aims !c:- enhances PROFINET IRT Performance in Line
Topologies
*PROFINET | — Frame Efficiency will be improved by shortening frames
dynamin:llu in nnde (nnly in line tonnloos
»EtherNet/IP com] o+ oventl] - ovand] - oweni]
»CC-Link IE i = =
R F B3 e
»Sercos Il Dunyene ) Bemguney GRS
= L £
et J
=Powerlink
»Modbus/TCP
— In DFP-Lines, IP-Frames (other Ethernet Traffic) will be
»EtherCAT fragmented — just as with EtherCAT
»Summary Piclsre: Phoenis Comtact [ SPSAPCIDrves Congreas 2000

DFP will work in line topologies, only.

With DFP PROFINET introduces the layer 2 fragmentation of IP-Frames —
another feature that EtherCAT has introduced and which PROFINET
marketing used to condemn...
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7 iav y AAlold
"l P4 %' PROFINET IRT 2.3: Fast Forwarding (FF) #0508
»Classification + Fast Forwarding (FF) will reduce Cut-Through Forwarding Time
by introducing Multicast MAC Adresses with integrated PROFINET
PROFINET |  Address | . .
— Cut Through Switch can decide ( forward to which port?”)
+ EtherNeliP after reception of PROFINET destination address (FID, frame
ID)
» CC-Link IE T T . =
~Sercos Il Decision Time without FF
ZEouenk FO[DA | ';mlmulﬂlﬂﬂﬂ
Rl 10 Decision Time with FF
»EtherCAT
»Summary

For introducing Fast Forwarding the address usage had to be modified.
The goal is to reduce the ,per-node-delay”“ of PROFINET. Since
PROFINET Version 2.3 the FramelD is part of the OUI (Organizationally
Unique Identifier) in the MAC address, with the first two bits set to “1” (=
Locally Administered Group Address).

The MAC addresses used for Fast Forwarding are not protected and can
be used by others as well — it is the responsibility of the user to ensure
that there is no address conflict within his network.

Examples for systems with known address conflicts:

03:00:C7:00:00:EE HP (Compaq) ProLiant NIC teaming
03:00:FF:FF:FF:FF All-Stations-Address

03:BF:00:00:00:00 MS-NLB-VirtServer-Multicast
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PROFINET V2.3: 31.25 ps?

»Classification » Pl tries to imply that with IRT V2.3
PROFINET now supports 31.25ps cycle time

*PROFINET | * However, there is no product supporting this yet
= And no Master chip available

FERMSHGURE = EtherCAT demonstrated 12.5us cycle time

_ . with standard Commercially Off The Shelf

»CC-Link IE Products and standard EtherCAT ...

~Sercos Il

=Powerlink

»Modbus/TCP

#EtherCAT

#Summary




Industrial Ethernet Technologies Page 31 © EtherCAT Technology Group

. (o7 ]!
PROFINET IRT: Implementation P
| o * Master: Special PROFINET Chip (ERTEC 400)*
#Classification ] :
+ Slave: Special PROFINET Chip
i 2 i
»PROFINET | (ERTEC 200, 200P%, TPS-1, nEtKEﬂEEI_E )
| IRT
»EtherNetIP e J—
Functiomalities 3 — |
»CC-Link IE wer]| [lomel] | [amer]
> e EEEEEEEENEEEE
" Il p |
HRICos @ ., EEE——
> Powerlink B e EmmEmEpEEEE
»Modbus/TCP - Ly, N _
+ EtherCAT mn DN 0 QATEE 400, TS el i ! . .
Soirce; Profibus Infemadional Presentation: PROFINET Benefits
~Su mmary * Mew Intel® Ethernat Controller 1210 only for relaxed sync requiremeants
¥ supports IRT 1.."2 3 with DFP and FF

Siemens/Renesas ERTEC400 chip is intended for master devices, has 4 ports and
supports minimal cycle times of 250ys;

Siemens/Renesas ERTEC200 chip is intended for slave devices, has 2 ports and
supports minimal cycle times of 250us;

Siemens ERTEC200P chip is intended for slave devices, has 2 ports and claims to
supports minimal cycle times of 31,25us (if there was a master supporting this).

In Feb 2013 The Intel Ethernet Controller 1210 was introduced as breakthrough for
low cost IRT Master implementations. However, according to reports the chip is only
suitable for relaxed synchronization requirements.

There are considerably smaller PROFINET stacks that claim to be V2.3 compatible —
however, these are PROFINET RT (Conformance Class A, Realtime Class 1) stacks,
not supporting IRT.
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) . L

PROFINET Chip TPS1 “Tiger” [

. —— Developed by Phoenix Contact (+ iniT),
Classification

i distributed by Renesas, marketed by
!;—-PROFINET ] KW Software

+ Goal: Simpler to integrate than Siemens
rEtherNet/IP ERTEC200

«  DFP - Dynamic Frame Packing +
CC-Link IE FF - Fast Forwarding not (yet) supported 5]

+  PHYs + Protocol CPU integrated, : N |
»Sercos Il but no Application uC |

* Aimed at /O and Drives -l—— | B |
% T omoring * Initially announced for 2009, first 5amples _ =

mid of 2011, series production 2012 !

»Modbus/TCP ] | :

* Marketing: “Joint Development of Phoenix & o lf_
: and Siemens” in order to stress
Sl compatibility with ERTEC
- Eummaw Picture scunced from ENY Softwars Websie

TPS1 is also called “Tiger” chip, since it was planned to be released in the Year of the Tiger
(2/2010 — 2/2011). Even though it will now be released in the Year of the Rabbit (or Hare), no
plans are known to officially rename it the “Rabbit” chip.

The Tiger aka TPS1 (aka Rabbit) chip is a Phoenix Contact development (subcontracted to the
Institut Industrial IT (inlT) of the University of Applied Science Westfalen Lippe) — and Phoenix
Contact (not Siemens) also was the driving force behind PROFINET V4 (IRT+). So the TPS1 was
intended to be the first chip supporting the new PROFINET version.

But end of 2009 it looked that Siemens was unhappy about Phoenix trying to take the lead in
PROFINET advancement and therefore forced Phoenix into a lengthy consensus building process
within PNO in order to delay the availability of PROFINET V4. Later Siemens seemed to have
recognized that this strategy backfired on PROFINET in general.

So in March 2010 PNO held a press conference where in total contrast to the statements of Nov
2009, where Siemens had denied any involvement in the TPS1 development, Siemens and
Phoenix Contact called the TPS1 a joint development of both companies which they plan to use
also in the future in devices of their own product portfolio.

Nevertheless, PNO committees changed the Fast Forwarding technology again in fall 2010 and
thus too late for the first version of the TPS1 chip. So the TPS1 chip will initially not support the
DFP and FF — which is not such a big problem, since there is no master in sight supporting these
features anyhow. The Siemens next generation PROFINET chip (ERTEC 200P) thus has been
the first one to support DFP and FF.

The TPS1 is for slave devices only. The integrated “PROFINET CPU” is an ARM core and
executes the time critical parts of the PROFINET protocol. Digital I/O can be connected directly to
the chip. For communication with the application (host) CPU the chip contains internal DPRAM,
which can be accessed via serial or parallel interface. Since its cyclic process data image is
limited to 340 bytes, it is hardly suitable for bus couplers of modular I/O devices or other more
complex devices. KW Software claims that with this chip the interface hw costs can be reduced to
13€ (~199).
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/7 \ A - 20030
m "3« PROFINET ASIC Pricing FTNTELT)
» Classification Siemens | ERTEC 200 ERTEC 200P ERTEC 400
Functionality | PROFINET RT + PROFINET RT + IRT | PROFINET RT +
~PROFINET | IRT, V2.3 IRT
IEEE 1588 IEEE 1588 IEEE 1588
> EtherNet/IP ARM 946/150Mhz | ARM 926/250MHz ARM 946/150MHz
Processor Processor Processor
2 Port Switch with | 2 Port Switch with 4 Port Switch, no
#CC-Link IE PHY PHY PHY, PCI Interface
RMII Interface (dport)
S m Application Slave Devices Slave Devices Master Devices,
ZIeIC0S field IRT Switches
| . Housing 304pin BGA oamm | 400pin FPBGA 0gmm | 304pin BGA 08mm
~Powerlink 19 x 19 mm 17 x 17 mm 19 x 19 mm
Pricing -12.50 € ~15€ ~30.00 €
»Modbus/TCP (@ order size 350 | @ order size 450 {@ order size 350
units units units
#EtherCAT
Pricing suggests that PROFINET is more on the ,complex” field
»Summary device network side than on the cost efficient /O system side.

First samples of the ERTEC 400 were shipped in May 2005, first samples
of the ERTEC 200 were shipped in May 2006. The ERTEC 200P was
released in April 2013.

Initially, the ERTEC 400 was sold for 38€ and the ERTEC 200 for 19 € per
chip (@ 10.000 units/year). As of Oct 1st, 2007, Siemens lowered the
prices substantially (-40%).

12.50€ respective 30€ per chip still exceeds fieldbus cost levels not only
for simple devices, in particular if one considered the amount of memory
needed:

A PROFINET slave device needs about 1-2 MByte of Code for the
communication part. For implementation with ERTEC chips, a VxWorks
license is required: the stack is provided as object code for this RTOS.
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PROFINET: Test and Certification

* PROFINET Conformance relates to

+ Version of the Standard /Version of the Test Spec ¢
+ Version of the 2 different (RT/IRT) Test Cases <

« Version of the 2 different (RT/IRT) Test Tools <
. wn cevtificate vonfiemn thai The product has sy panued the cerilc math 1
« Only 7 IRT Devices found as T scpe rmm———
= 5 3 Hardwire [
certified products in PNO Database! 3 cosomceces sc .o o1 cikss 2 w1 cuass 5 81 Lo, s, ws
= Repaet Musvsbvei: FHITZ-N, INTO45-1
hivtied Test Laborastory:  Shewnana AG, Flrth, Germany
Test Repart Number: PN109-1, IRTOO5-1 e A
Authorized Test Laboratony: — SIEMENS AG, Filrth, Germany ﬁmwh“m:m%a:w v ;?::.mmr_
Tha tests were executed in accordance with the doruments: el Spevific stiom b MROMNET- Werpon VT AR Tiecemses 29107,
“Test Specifications for PROFMET 10 devices, Yersion 2. P L el e e ‘-"'“"""”*mﬁ“’
“Test Cases for PH-Tester for PROFINET 10 devices, 22214187 5 o Hca T W comding v the 808
@ Hardware At Megotiation, Aut_Polarity, Auts_Crotiover

@ Conformance Clais 8, C m:_l.ﬁ__m_!.ﬂ_m_j.ﬂklibP. SHMP, M-I,

Test Heport Humber: PHY3B-1, irtD1 21
Authoeired Tew Laboratory: SmlﬁFﬂﬂl\.ﬁﬂmr

Thee fes2s weere execubed in accondance wil

“Test Specilications for PROFINET 10 \lm-nn:rz b JO,

“Test Casirt Tor PH-Temter for PROFIRET KD FFRATRL g

“Test Specifications for PROFINET-I0. devices, Yerion ¥, hmw;‘ﬂw‘
TPROFINET 10T V1.3 HMWT

"1est wystEm V1L 1B Eumipqll

The PROFINET IO Varieties lead to corresponding test tool and test case
varieties. So far no test for V2.3 available.

PROFINET International is working on an integrated test specification,
though.
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#Classification

# PROFINET: Versions (IEC61158, PNO) = = =

#PROFINET

»EtherNet/IP

»CC-Link IE

~Sercos |l

=Powerlink

#Modbus/TCP

=EtherCAT

#Summary

» 2003 V1: Initial IEC standard PROFINET CbA*1
» 2005 V2.0: First 10 specification IEC/PAS 62411*2

{about 800 pages includes some IRT material)

2007 IEC 61158-5/6-10 Ed.1*3

2007 V2.2: PROFINET IO Specification

+ 2010 IEC 61158-5/6-10Ed.2*4

« 2010 V2.3 (Ed1): PROFINET IO Specification

removed 270 pages inserted 300 pages, changes in >1000 places

« 2012 V2.3 (Ed2). PROFINET IO Specification
changes in Annex part 6: 3 new normative 9 other Annex inserted/deleted

*1 hittp.{feesnw. dics defde/SendcaMachrichianidocumentstyp 1 Oprefinet pdf
1 Dlasr

Many versions of PROFINET.
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- o]
PROFINET: Standard Stability P
»Classification * No detailed Errata or Change log available
» Quite a few changes since early specs
»PROFINET | Estimation is around 4000-5000 lines changed
700 change bars between 2 WG versions within a year!
»EtherNet/IP => if completed with implementing the last changes you
get new ones!
SECLaKE + Example: IRT-Startup
e - PROFINET V1 (no IRT)
RIS « PROFINET V2 with IRT complex startup (IRTflex and
R IRTtop)
R « PROFINET V2.2 Startup simpler but setup could not be
3 implemented in Simatic,
*Modbus/TCP Siemens implementation different from standard!
. PROFINET V2.3, specific IRT startup, optimized setup for 2
~EtherCAT port devices, but old startup remains
. PROFINET V2.3 Ed2 with new parameter settings during
»Summary startup but no real implementation seen

In October 2013 a document listing the Technical and editorial Changes of
the PROFINET specs IEC 61158-5-10, 61158-6-10, 61784-2 was
published. It contains a long list of changes, but no details.

There are even 3 completely different Siemens Implementations of
PROFINET IO.

PROFINET remains a moving target...
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. . elafoledy
IRT and Siemens Motion Control WIELTT ]
.Classification - OF closed loop motion control Siemens
is using Drive-CLiQ, not PROFINET IRT...
EERCENED Innovative Machine Designs Drive-CLIQ:
Siemens Motion Control
EtherMNet/IP MNetwork based on 100
Mbit Ethernet
»CC-Link IE
+Sercos |l
FPowerlink
»Modbus/TCP
»EtherCAT
| Sinumerik, Simotion, Sinamics
S " ' tures sourced from Sismens websile
s _ favorite bus is Drive-CLIQ ™ .

Interesting enough, Siemens has also developed another Ethernet based
motion control network: Drive-CLiQ.

Drive-CLiQ is used to connect the Sinamics motion controller containing
the path planning algorithm (trajectory controller) with the drives, the
position sensors (encoders, tachometers, resolver) and also with terminal
modules (HMI).

PROFINET IRT and Profibus are used to network and synchronize
several such motion controllers — so primarily for controller/controller
communication.

End of November 2010 Siemens announced that they are is now even
opening Drive-CLiQ to feedback sensor manufacturers who are invited to
implement this interface in their encoders, resolvers, tachometers and
linear position sensors. Siemens also provides a special chip for that
purpose.
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- . polalolel
_»* PROFINET Adoption Rate 800u8
»Classification * As of Feb 2014, e
Profibus International _ B |
! online product guide A
PPROFNET | 00 \ine 614 PROFINET i i Gl
»EtherNet/|P swes.. |
- erie L S L =
* However, most of them H——
> CO-Link IE are cables and connectors, services and tools, interface boards,
AT LR chips and switches, and even fieldbus-independent 1/O terminals —
the majority of the remaining devices are from Siemens...
=Sercos |l
& - Altogether the product guide lists 9 vendors of PROFINET drives,
n . 19 vendors of PROFINET I/O, and 13 vendors of PROFINET
ZFowerink masters.
a » 9 years after IRT was introduced drives from Siemens, LTI, KEB
Modbus/TCP J J
B > and Baumiller support IRT (RT Class 3)
+EtherCAT + Profibus International nevertheless publishes enormous node
counts for PROFINET
#Summary

Given that the first version of PROFINET was introduced over 12 years
ago, and that it is promoted by the market leading automation giant, the
adoption rate of PROFINET is poor.

As of February 2014, there are still very few non-Siemens PROFINET
masters — in particular non-Siemens IRT-masters are difficult to find. Also,
there are very few known non-Siemens IRT drives, and if they support
IRT, the usage can be very limited. E.g. the KEB F5 drive supports IRT,
but only at 2000us cycle time (not shorter).

The PROFINET Node Count has a very high Siemens share, but most of
the nodes are the low cost S7 1200 controllers, which hardly use
PROFINET.
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S = PROFisafe =

#Classification * PROF|safe was introduced in 1999 for PROFIBUS

* PROFIsafe is part of IEC 61784-3 as
*PROFINET Functional Safety Communication Profile FSCP 3

»EtherNet/IP

As of PROFIsafe Policy
« The right to implement PROFIsafe is granted free of charge for

»CC-Link IE Pl members for use in conjunction with PROFIBUS and/or
PROFINET systems.
»Sarcos Il Because of the endpoint-to-endpoint principle of PROFisafe

(Black-Channel), the use of PROFlsafe in backplane busses
and sub-system busses as not disclosed transmission

»Powerlink channels is granted free of charge for Pl members.
The use of PROFIsafe in systems without any PROFIBUS and
=Maodbus/TCP / or PROFINET communication paths has to be agreed by PI.
The license conditions in these cases have to be negotiated
#EtherCAT with the patent holders.”
»Summary

Even though PROFIsafe is based on a black channel approach, license
conditions in the PROFIsafe Policy restrict the usage to PROFIBUS and
PROFINET.

The PROFIsafe Policy explicitly prohibits to mention any Profisafe related
problems in public:

It says: “Negative statements to the public about problems without prior
consultation or clarification with the Pl Working Groups shall be avoided.
Violators may be liable for any damage.”

We hope that quoting from the Profisafe policy and describing the
evolving Profisafe technology and its versions cannot be considered to be
a “negative statement.”
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# PROFIsafe Stability
~Classification « |[EC 61784-3 maintenance cycle was started in 2012
Release of edition 3 is expected end of 2015
~PROFINET
+ In CD state (committee draft) of the new edition
=EtherNet/|P FSCP 3 = PROFlsafe introduced the V2-mode for PROFINET
based systems
»CC-Link IE * V1 mode (legacy)
» measures are sufficient for the data transmission on
»Sercos Il pure CP3/1 networks (PROFIBUS)
» V2-mode (new)
=Powerlink + covers recent developments within the Ethernet such
as programmable routing of messages and scientific
> Modbus/TCP findings on CRC properties
» The V2-mode is required for CP3/4 and 3/6
»EtherCAT (PROFINET)
»Summary

The PROFIsafe specification has passed through several changes to fulfill
requirements of a black channel safety protocol which is capable to be used e.g. in
Ethernet-based communication systems.

The new Profisafe specification V 2.6 was published within PROFINET International
in October 2013, intended as input for the third edition of IEC 61784-3.
In the foreword it says:

This third edition cancels and replaces the second edition published in 2010. This edition
constitutes a technical revision. The main changes with respect to the previous edition are
listed below:

— Legacy V1-mode removed from this protocol edition;
— Protocol extensions to protect against possible loopbacks (LP extensions);

— Protocol extensions to keep SIL3 for safety networks with large numbers of participants
(XP extensions) and subsequent new F-Parameter "F_CRC_Seed";

— Introduction of random and disjoint Codename based MonitoringNumbers (MNR) in
addition to the previous Consecutive Numbers;

— Provisions for Channel Granular Passivation and subsequent new F-Parameter
"F_Passivation";

— GSD extensions due to new F-Parameters;

This suggests that Profisafe is currently undergoing another major change.
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" ‘p ) »# PROFIsafe Versions -
»Classification * Three versions of the F-Host protocol are distinguished in
IEC 61784-3 Ed. 3
~PROEINET + Basic protocol (BP), V1-mode
» Legacy mode (IEC 61784-3-3 Ed.2)
#EtherNet/IP * Loop-back errors are not detectable with symmetrical
F-Input/Output data in F-Device
»CC-Link IE * Loop-back extension (LP)
« |EC 61784-3-3 Ed.2 plus
=Sercos |l protection against possible loop-back errors:
Bit 7 in Control Byte = 1
= Powerlink » Expanded protocol (XP), V2 mode
» |[EC 61784-3-3 Ed.3 (tentative CD state)
=Modbus/TCP * Different CRC polynomial, 32-bit instead of 24-bit
» Extensions to enable large numbers of participants
»EtherCAT « Loop-back bit in Control Byte not used any more
»Summary

In Basic protocol (BP) version a loop-back error may occur with
symmetrical F-Input/Output data in an F-Device. The user has to consider
certain features of his system to prevent this:

- Does the Black channel comprise programmable 10 Data routers?
- |Is there Symmetrical F-Input/Output data in F-Device?

- Furthermore, verification of each and every safety function shall be
performed after any change within the programmable 10 data router. In
case of routing variants, this verification shall be performed for each
variant.

In Expanded protocol (XP) the CRC polynomial has changed from 24-bit
to a 32-bit.
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» F-Host / F-Device conformance matrix

PROFIsafe
»Classification
»PROFINET
»EtherNet/IP
»CC-Link IE
=Sercos Il
= Powerlink
>Modbus/TCP
»EtherCAT
#Summary

@
L]

F-Device | Module

a-ccording tr_;:
IEC 61784-3-3 Ed. 3

according previous
editions

Basic protocol (BF)

Basic protocol (BF)

Loop-back extension (LP) Expanded protocol (XP)

The expanded protocol functions require conformance considerations
between three F-Host protocol versions (BP, LP, XP) and F-Devices/F-
Modules according to IEC 61784-3-3 Edition 2 and Edition 3.
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vy '.‘.':.I'I o=y
¥) = PROFINET Summary
L~
= Classification + 3 different Versions:
. Proxy Approach, Soft Real Time, Isochronous Real Time
|*PRGF'NET ‘ * Proxy Approach: vaporware
> EtherNet/IP * RT: rather complex Profibus replacement, but has market
share due to support by Siemens
»CC-Link |E « IRT for motion control: meets motion control requirements
but very complex and expensive
»Sercos |l ; : .
* IRT expected to remain predominantly Siemens only
p ) (like Profibus DPV2 for Motion Control)
+Powerlink
« NexGen IRT (V2.3 with DFP, FF and shorter cycle times)
»Modbus/TCP is not available yet.
* In general, the PROFINET standard is still far from being
»Summary + This also seems to be the case for Profisafe

PROFINET RT is not low cost, requires a lot of code and is not high
performance, but in the long run it will be a success — regardless of the
technology, simply due to the Siemens (+ PNO/PTO) market position, just
like Profibus.

The German car makers have announced to use PROFINET in car
assembly lines ,,if it provides technological and economical advantages®
(quote). Daimler, e.g., has clearly stated that this announcement does not
cover the power train business, where CNC and other motion control
applications are in place.

The situation is different for PROFINET IRT: A solution with sufficient
performance, but with rather expensive chips and a very complex network
planning and configuration tool where the key algorithms are not open.
IRT is positioned at servo motion control applications and will therefore be
— just like Profibus MC — a Siemens motion control solution with limited
support from third party vendors (just like PROFINET MC).

Plus, Siemens latest Motion Control product line prefers a different
communication link for closed loop control: DriveClig, which uses Ethernet
physical layer, only.
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EtherNet/IP: Overview EtherNet/IP>
»Classification - ODVA (Rockwell) Approach: IP* stands for Industrial Protocol | AI
= CIP (Common Industrial Protocol): common object library for = —
S EROEINET EtherNet/IP, ControlNet, DeviceNet, CompoNet
* Follows Approach A
~EtherNet/IP E
L ITEHCIP Motion,  Valves o Robots Othaer
y L ¥ cIP Application La o
»Sercos I socstn e s
»Powerlink CIP Message Routing, Connection Managamant
Encapsulation
Transport ControdMat SewiceMat Campa
>Modbus/TCP UDP' © Sinpor  Tompon  Trampon
Metwork IP
EtherMot ControlMat C Compohot
#EtherCAT Data Link CSMAICD 3 CSMA/NBA  Tima Slat
Physical : EtharMNet = teviceNe Compoblel
F3ummary = E  Physical Layer er  Phy or  Phys. Layer

EtherNet/IP claims to use the same application layer as Devicenet,
Controlnet and CompoNet. This may be beneficial for those that are
familiar with those fieldbus networks. However, taken from the experience
when implementing Devicenet and Controlnet, the synergy effects are
expected to be somehow limited, since the communication technologies
and even the protocols differ substantially.
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EtherNet/IP Functional Principle EthorNetIP-2>

% Classificatian Consumer / Producer Model

- Advantage: very efficient for slave-to-slave Communication
»PROFINET + Disadvantage: requires Broadcast communication and thus

filtering in each device
»EtherNet/IP
»CC-Link IE producer consumer consumer consumer
»Sercos i = =t 5
e | | | [Ctor ] || [Coner ] | | [ ]

" : L] L] L]
~Powerlink send | receive I | receive | | receive [
=Modbus/TCP Jil ‘ _,* t
»EtherCAT broadcast communication
»Summary

By applying broadcast or multicast communication, the switches cannot
forward incoming frames to a single destination port only - so they act like
(full-duplex) Hubs, but with larger delay.
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) =+ EtherNet/IP Switch + Router Issues ..~ =S5

/

#Classification CONCLUSIONS

In this paper. we have charcterized the EtheriNet 1P"™ traftic and provided recommendations
FPROFINET aimed 0 optimize  network, and  ultimately  comrol  svstem, performance. These
recommendations are based on wtilization of switching devices in the EtherNet1P™
infrastructure that possess specific features, like IGMP Snooping. aiming to minimize end-
~EtherNet/IP deviee and switeh loading with unwanted traffic a2 well as propagation of the such a traffic 1o
and from a plant network,

#CC-Link IE ISSUES

Ihe following issues have been identificd during performumce and interoperability tesis of
: . { ™ .
=Sercos |l EtherNet/IP™ products performed by Rockwell Automation:

* Inconsistency of [P multicast control features (what they do and how they work)
between network switch vendors and in some cases even between different classes of

*P HinK products produced by the same vendor,

*  Lack of 1" multicast control, support of the [EEE 8023 spanning tree protocol and
=Modbus/(TCP other appropriste features in some low-end switches, which considerably limits their
: 1 ™
use in non-isolated EtherNet 1P networks.

#EtherCAT *  Lack of industrial high-end Layer 2 and Layer 3 switches.
»Summary from a technical paper found on the ODVA website

This paper by Anatoly Moldovansky, a well-respected senior engineer
from Rockwell Automation, highlights some of the issues with EtherNet/IP:
there is a need for routers with multicast/broadcast control features, and
there is no standard way to implement or configure these.

IGMP snooping constrains the flooding of multicast traffic by dynamically
configuring switch ports so that multicast traffic is forwarded only to ports
associated with a particular IP multicast group.

Furthermore, high-end switches typically have high-end prices. Rockwells
documentation states that switches for EtherNet/IP have to support IGMP
snooping as well as port mirroring (for troubleshooting). They should also
support VLAN and SNMP — so manageable switches are required.
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#PROFINET
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=EtherMNet/IP

=CC-Link IE

=Sercos Il

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

* EtherNet/IP Topology

= Standard Switched Ethernet Topology

* By nature: unpredictable
Switch + Stack Delays

« Network separation by

Router with IGMP Sn00piNg s

* Limited Real Time
Capabilities

EtherNet/IP->>

Even though the switch delays are unpredictable by nature, the delays
introduced by the software stacks are much more significant.
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"‘P,"‘ EtherNet/IP Device Level Ring (DLR) ., ~ " >S>

« Cable Redundancy Technology based on Ring topology

* Dedicated Ring Supervisor Node and DLR protocol for
»PROFINET network management

* Devices with special embedded switches
~EtherNetIP « Introduced in 2008, first DLR products in 2009

* DLR unaware nodes should be connected through 3-port
protocol aware switches

»Classification

»CC-Link IE

»Sercos I

>Powerlink = fJ.J.—%
=Modbus/TCP L J’-—
| re—— | C—

#EtherCAT ::::I o
—_l

#Summary Pictisre: Rockwell Automation Press Releass, Dct. 2009

DLR technology first published in Nov 2008 version of EtherNet/IP spec.
First products in Q3 2009.

Requires special nodes who support the DLR protocols

Ring supervisor node monitors network status with “Beacon frames”, per
default every 400ps. In case of failure, ring supervisor actively
reconfigures the network (e.g. by remotely opening or closing ports)

ODVA recommends to connect “DLR unaware nodes” through 3-port
protocol aware switches.

Fault recovery time for a 50-node network: about 3 ms.

Enhances the EtherNet/IP topology options, also supports combinations of
several rings and combinations of redundant rings with classical Ethernet
star topologies — at the price of special nodes.
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EtherNet/IP Performance () EtherNet/IP>
#Classification * Minimum Cycle Time (RPI; Requested Packet Interval)
is dependent on number of CIP connections
*PROFINET » Each Device can have multiple CIP Connections
min_RPI = (number of connections x 2} / (no. of frames/second)*
ibEtherNEUIP " (assumed all connections request same "RPI” scan time).
+CC-Link |E No. of Min_RPI (ms) Min_RPI (ms) Min_RPI (ms)
o R Connections| with 5000 with 10000 with 25000
Frames/sec Frames/sec Frames/sec
»Sercos |l {standard (high performance | (ultra high performance
SCANNers) SCanners) SCANNEers)
=Powerlink 4 1.6 0.8 0,32
3.2 1,6 0,64
»Modbus/TCP 16 6.4 3,2 1,28
32 12,8 6,4 2,56
#EtherCAT
64 25,6 12,8 512
»Summary These theoretical cycle tl_maE do ru:vt take switch and remote sh_u:k delays inlo
account, Rockwell guantifies the switch delay at 0,1 ms per switch,

EtherNet/IP distinguishes CIP and TCP Connections. A CIP connection transfers data from an
application running on one end-node to an application running on another end-node. A CIP connection is
established over a TCP connection. A single TCP connection can support multiple CIP connections.

Most Rockwell EtherNet/IP devices support up to 64 TCP connections, the number of CIP connections
differs from device to device (e.g. 1756-ENBT: 128 CIP connections, 1756-EN2T and later: 256 CIP
connections). All Rockwell scanners support a maximum of 32 multicast tags (producer/consumer 1/O
connections).

For communication with an 1/O device, typically more than one CIP connection is used (e.g. one for
implicit messaging, one for explicit messaging).

The Rockwell Automation (RA) publication “Ethernet Design Considerations” (ENET-RMO002A-EN-P,
July 2011) shows the complex process of how to predict the network performance. There is also an
“EtherNet/IP Capacity Tool“ available.

Rockwell also recommends to add scanner cards to the controller and divide the scanning function
between the cards if the throughput is not sufficient.

The Packet Rate Capacity (packets/second) of most Rockwell EtherNet/IP scanners is 5000 Frames/sec
— with the exception of the ControlLogix series, where Rockwell is constantly increasing the scanner card
performance. As of August 2011, the latest generation (firmware >3.6) scanners support up to 25.000
frames/second (see Table 9 of Rockwell Automation Publication ENET-RMO02A-EN-P, July 2011). With
these new high end scanners (1756-EN2xx, 1756-EN3xx) the right hand column of the cycle time table
applies — and it is obvious that the system real time performance remains comparatively poor.

The standard ControlLogix Ethernet IP Bridge (1756-ENBT) still supports 5000 Frames/sec. The release
notes (Publication 1756-RN591Q-EN-P - January 2008) of this device contain the following passage:

Performance Considerations: In general, the 1756-ENBT module is capable of supporting 5,000
packets/seconds. However, it is possible in some applications, depending on the combination of
connection count, RPI settings, and communication formats, that the product may be able to achieve
only 4,000 packets/seconds.

See also: Rockwell Automation (RA) publication “EtherNet/IP Performance” (ENET-AP001D-EN-P,
released October 2004, according to RA website still valid in Aug 2011)
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e
Eﬂiﬂrﬂeﬂ;ﬁ:’
»Classification |—-—]L — -

=Hi 5 e

»PROFINET | e R : ﬁ ’ ﬁ
C ol A

_L _ } pa—

»EtherNet/|P G, i

9 g LIEELL LI 20ms
»CC-Link IE P (Ve (T [Tz (Te MLV M2 (T2 (T2 [T Ve | [

LA LR LR L L U U LR U L L U lh"_ilﬁ"h
~Sercos I 8ms
o Quote: ,,When tested up to 80 percent
% network bandwidth utilization, using both
_ managed and unmanaged switches, the
. p a.

ORI system managed 16 position configured
H L1
S EtharEaT axes with an 8 ms coarse update rate.
Source: Rockwell Automation, White Paper:
~Summary “Scalability-The Best Approach to Change”, Aug 2012
hitp ke ature o s Eautnimation :www:wu!ﬂmmmlwi_-mp et

16 Axes: 8ms update rate, I/0O update rate: 20ms, all this at 80% bus load
(and 100MBit/s). And this with a star topology, which is favorable for

EtherNet/IP.
Data from August 2012.

A properly configured DeviceNet system should achieve better
performance (@ 500 kbit/s).
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EtherNet/IP + CIP Sync  grhometip>> ciP Sync->>

»Classification « EtherNet/IP has limited Real Time Capabilities:
— limited Cycle Time Performance, limited Determinism

ZERORINET — acceptable Throughput (for large Data Units)
»Eth « CIP Sync adds Time Synchronization, but does not reduce
=EtherNet/IP ;
cycle time or process data performance
=CC-Link IE + Distributed Clock Protocol: IEEE 1588
» CIP Sync: announced April 2003, added to CIP spec in May
~Sercos |l 2006 (Version 3.0). First products shipping since 2009.

»Powerlink = .
s . :

Camtialier -

»Modbus/TCP @

~EtherCAT . A

Fre==T=__ W W

»Summary

CIP sync was introduced to improve the real time behavior of the system.

The marketing message given by ODVA tries to tell that by adding
synchronization the real time capability is achieved — but time
synchronization does not improve cycle time, throughout or performance.

CIP sync was announced in April 2003, and included in Version 3.0 of the
CIP spec in May 2006.

First CIP sync products from Rockwell Automation are the sequence of
events (SOE) data capture modules that support timestamps. The version
with CIP sync support is shipping since mid of 2009.
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What is IEEE 1588? CIPSyncY>

« A method for precision time synchronisation tailored to
requirements of distributed measurement and control
systems. Widely independent of transport protocol.

= 1588 on Ethernet: Version 1 (2002) based on UDP/IP,
» EtherNet/IP Version 2 (2008) also with direct Ethernet (Layer2) option

D =P 155K code & handware

»CC-Link IE R
Fypeal Slive Clock | LS
=Sercos Il \

»Classification

#PROFINET

~Powerlink
=Modbus/TCP
Ehly Slave Pot af
Mknonelar, L kach
~EtherCAT vpienl Masice Pust of
Mhosmidlary L hock
F3ummary Source: introduction_to_1588 pdf by IEEE

IEEE 1588, officially entitled "Standard for a Precision Clock Synchronization
Protocol for Networked Measurement and Control Systems" , is a technology for
time synchronization that is or will be used by a variety of systems: EtherNet/IP,
PROFINET, Powerlink,... EtherCAT also supports gateways to IEEE 1588 systems
for external time synchronization.

The first version of IEEE1588 was published in November 2002. Version 2 (IEEE
1588-2008) followed in March 2008 and added various features, including the layer
2 transport option (embedded in the Ethernet frame without UPD/IP) and the
“transparent clock” approach which improves the accuracy for linear systems (line
topology) since it eliminates cascaded clocks.

V2 of the standard is not directly interoperable with V1.

IEEE supports an annual international symposium on 1588 technology. In
conjunction with this symposium a plug fests for improving interoperability is held.
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e
IEEE 1588 Hardware Support CIP Sync™>
S Classification * In nri:':ler to achieve good results hardware timestamping is
required
»PROFINET « This functionality can be implemented in MACs, PHYs or
integrated solutions.
hEthErNEHlF Sywchrawiialion Elemeni
=CC-Link IE
Feil Timrhtimp €k

latenforn Iuteafarn Iapenface
»Sercos Il ! sw

Retwork Syee & Diflay Reg SenGel

Frotacaol sepidn g aslld recei pilime T
~Powerlink e

TS l.‘:l:in'
MAC T lecd
»Modbus/TCP — ] ==
I PHY | 1
#EtherCAT
TSU - TimeStamp Uait

F3ummary Source: Dirk Mohl, www ioee 588 com

In general the stack processing times limit the accuracy in case of pure
software implementations. For good results hardware with built in
IEEE1588 timestamp support has to be used — and the corresponding
switches. First silicon was introduced by Intel and Hyperstone, meanwhile
National Semiconductor, Freescale, Zarlink and others provide
processors, MACs and PHY's with such features. FPGA-IP with IEEE1588
timestamp functionality is also available.
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CIPSyncY>

“Synchronized ™,
= Classification — Synchronized
Clock Val
Layer cl e 1588-
»PROFINET 8-t VS Extension

\‘H‘:‘;:h::‘_\\m/

UuDpP
/{User Datagram Protocol)

ff |
optional Hardwara

Support for c |

better Accuracy -

»EtherNet/IP

/{
%
TCP
»CC-Link IE A
Jexplicit
»Sercos |l Layer | Messages®

~Powerlink

L .
*Modbus/TCP 1 :::1-2 Ethernet aCGOI'dH'IQ to IEEE 802.3 -lll/-‘// ?
#EtherCAT CIP...Commaon Industrial Protocol
F3ummary

In order to make the time synchronization independent from software
jitters and stack performance, at least the time stamp functionality had to
be implemented in hardware (directly in or at the Ethernet MAC).

This turns the class A approach “EtherNet/IP” into the class C approach
“‘EtherNet/IP with CIP Sync”, even though silicon with direct timestamp
support may be considered COTS technology at some stage.
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EtherNet/IP + CIP Sync  gyomeyip 2> CIP Sync>
»Classification Best suited and typically used
as Controller to Controller network
»PROFINET - Limited No. of Connections
* Bus cycle time is typically 5 .. 10 ms
- EtherNet/IP « Reaction time is typically 15 .. 30 ms
* Determinism is added via system-time-synchronized actions and
»CC-Link IE timely non-deterministic communication.
== 2] [2] [E] [E]
I—'I_’""'L_'I_L'I_L'IT
=Powerlink = = E
. | |o
Conioker)] o> E 2| 18] B @
»Modbus/TCP * e
) 2] 2] 2] [e]
»EtherCAT Controller | § s8] (8] I
€ o Conriter. [S] 18] [S] 17
, Example EtherNet/IP Network
#Summary

Even though it is more and more used for I/O communication as well, the
nature of EtherNet/IP clearly shows that this technology is aimed at the
controller to controller level. The synchronization capabilities of CIP Sync
are suitable for synchronizing motion controllers, but the communication
performance is not sufficient for closed loop servo drive communication.
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CIP Motion + CIP Sync ¢/ motion > ciP Sync->
.cssificaion  ENhances CIP networks for motion control
» EtherNet/IP Premise: Full duplex, switched Ethernet with QoS
~PROFINET Prigritization, IEEE 1588 Synchronization and time stamped data
I transmission is deterministic enough for motion control
\~EtherNet/IP » Motion Control Device Profile included in CIP Spec since 2006
= First products shown in fall 2009, started shipping in 2010
~»CC-Link IE B
» Performance limitation
5 11 of EtherNet/IP REE Foat Tive
=DeIC0s leads to trajectory -
generator in drive
=Powerlink
*+ Same approach as —
with legacy non-motion '
»Modbus/TCP % |
fieldbus systems | 110
=EtherCAT :l ol
»Summary

Beginning of 2006, ODVA announced an initiative to enhance the CIP
protocols by CIP Motion for motion control over EtherNet/IP.

ODVA acknowledges that three main ingredients are required:

Synchronization services: for this purpose IEEE1588 time synchronization (CIP
Sync) will be employed

Timely Data Transfer: The goal is to use standard Mechanisms to ensure this:
- Full-Duplex 100-BaseT or 100BaseF “Fast” Ethernet.

- Ethernet switches to eliminate collisions.

- QoS frame prioritization to eliminate queuing delays

Motion Control Device Profiles: have been added in V3 of the CIP spec.

The goal is to achieve high-performance motion control over standard, unmodified,
Ethernet.

Even though ODVA aims to achieve timely data transfer in the sub-millisecond cycle
time range, this is in total contradiction to the “real life” EtherNet/IP performance. It
may be possible to achieve sufficient results in very small, isolated and well
engineered networks with carefully selected components. But real life applications
will almost certainly be limited to open loop motion control with the trajectory
generator in the drive — which is also possible with legacy fieldbus systems like
DeviceNet. Whilst the CIP Motion Device Profile is mapped to EtherNet/IP only (and
not to DeviceNet, ControlNet), most parameters and mechanisms of the profile
clearly have been included to compensate for lack of short cycle times: they describe
local trajectory generation. Compared to other drive profiles of IEC 61800-7, the
profile is therefore rather complex.

Introducing CIP Motion products implies that Rockwell — a Sercos vendor in the past
— has turned down Sercos-IIl and tries to push an own motion bus approach.
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p——
CIP Motion + CIP Sync ¢/ motion > CIp Sync>
cmssification P Motion Profile: ongoing project .C |
= At the ODVA general assembly in 2009, major changes in the CIP
»PROFINET Motion Profile were announced, since the requested performance
could not be achieved with the original version of the spec
3 » Among other changes, Host CPU
- EtherNet/IP the Startup Procedure | clp GIP Motion Object
. . was mt:}drﬁed [Tce |[ uop
~CC-Link IE * The Drive-to-Controller
Process Data assembly ( s J
: was reduced from 120(!) Ethemet MAC
I em
Zsercos ) Bytes to 36 Bytes [ )
. . * Itis now recommended CIP Motion Hardware Assist FP(G3A
*Powerlink to use a ,CIP Motion i
Hardware Assist FPGA" CIF Motion Asspst
>Modbus/TCP for implementing a CIP el BT (Packet Extraction [ Insertion)
Motion drive T o
. mi sigl
a Class C approach
#Summary [ PHY J [ PHY ]

It is interesting that ODVA now recommends to use an FPGA for implementing the
protocol: at the 2007 ODVA general assembly the presentation “Why CIP Motion,
Why Now?” claimed that CIP Motion — unlike its competitors — was using “COTS
Ethernet hardware, no proprietary ASICs or processors”.

First CIP Motion products were previewed at the Rockwell Automation Fair in
November 2009 and became available in 2010. In September 2010, RA published a
comprehensive CIP Motion Reference Manual (286 pages) and a CIP Motion
Configuration and Startup user manual (298 pages).

See also:

http://www.odva.org/Portals/0/Library/CIPConf_AGM2009/2009_CIP_Networks_Conference_Technical_Track_CIP_
Motion_Implementation.pdf
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EtherNet/IP Complexity EtherNet/IP>
»Classification * In Jan 2010 (last update o
Sept 2011), Cisco and
- Rockwell Automation
~PROFINET
published a Design and e
: Implementation Guide for - Ethernet (CPWE) Design
FEiertioll. Plantwide EtherNet/IP Networks. b
~CC-Link IE —— .
» The document has 564 (!)
. pages and specifically
=sercos i addresses Plant Managers S
. i and Control Engineers as
~Powerlink well as IT Managers.
FALOU Tk + One can either consider this guide
> EtherCAT *a prettry voluminous manual: or | ,
+ an indicator for the complexity of implementing
S EtherNet/IP in manufacturing environments

The guideline (ENET-TD001D-EN-P) can be found here:
http://literature.rockwellautomation.com/idc/groups/literature/documents/td
/enet-td001_-en-p.pdf

Or here:
http://www.cisco.com/en/US/docs/solutions/Verticals/ CPWE/CPwWE_DIG.p
df
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EtherNet/IP Adoption Rate EtherNet/IP>
# Classification o=
s « As of Feb 2014, “o0VA
ODVA online product Pileer e/ TP Producss

*EROEINEY guide contains 169

Ethernet/|O entries e pereingy e
=EtherMet/|IP — 59 of them are R

Rockwell products.

* However, most of them

_ are cables and connectors, services and tools, interface boards,
~Sercos |l chips and switches, ...

+ Altogether the product guide lists 7 vendors of EtherNet/IP drives,

»CC-Link IE

*Powerlink 11 vendors of EtherNet/IP 1/O, and 7 vendors of EtherNet/IP
masters.
} P
epdbdaiil * ODVA nevertheless publishes enormous node counts for
|
SR EtherNet/IP
»Summary

As of February 2014, about 15 years after publication of the spec, the
adoption rate is not really convincing — especially outside of the
Rockwell/Allen Bradley world.
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EtherNet/IP Summary EtherNet/IP>
»Classification Conclusions:

* Network made for many Bytes of information per connection
»PROFINET » Initially not intended for Drives and |/O (Bit-sized connections)
RSl Technical Issues:

« Performance not convincing (,use ControlNet")

~CC-Link IE
" » EtherNet/IP uses broadcast telegrams
sSercos il + requires complex router configuration (e.g. IGMP snooping)
to avoid frame flooding of connected manufacturing and
, . corporate networks
FPowerlink . . . . . e .
+ Filter algorithm implementations differ within switches,
_ therefore IT specialist may be needed in real life situations
»Modbus/TCP
+ EtherCAT Strategic Issues:
« Relatively slow adoption rate outside Rockwell world
#Summary

A quote from a Rockwell employee: if you need more performance, use
Controlnet...
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o\ - . R F
P¥) =# CC-Link IE: Overview CC-Link IE
= Classification * CC-Link is the legacy Fieldbus developed by c
Mitsubishi in 1997 and since 2000 promoted by
CC-Link Partner Association (CLPA)
=P N
FEREEINED » CC-Link IE: ,IE" stands for Industrial Ethernet
_ + Follows Approach C — needs special interface chips.
rEtherNet/IP =
4 iy : li: =l = : 5l 5 B
»CC-Link IE = T e axhl &) § r?-f;ni 8 &
I [~ ﬁTn PR ——
=Sercos |l . 1 i
B\ CC-Lirnk [E esnei
+Powerlink ? s
o
- H - =
»Modbus/TCP !:] i CCLink IE i
|| ——— — Y ==
»EtherCAT | e T § [=0=0 Er!t”;\’*
(25 ey —— [ . r
o= . [iaies ]
»Summary 1Ll
Gourpe TLPA Brocrers Mov 2011 weew co-lk pip

CC-Link is an RS485 based fieldbus technology introduced by Mitsubishi Electric
in 1997. In 2000, the CC-Link Partner Association (CLPA) was founded, and since
then CC-Link is promoted as an open technology. CC-Link is intended for I/O type
communication — not for motion control (for this purpose Mitsubishi developed
SSCNET).

CC-Link LT is the CLPA technology focusing on simplified wiring and intended for
simple I/O devices; it competes with Componet and AS-Interface.

CC-Link Safety is the CLPA network for functional safety. Unlike other functional
safety protocols, CC-Link Safety is not making use of the “black-channel-
approach” but requires a separate network: CC-Link Safety cannot be transported
via CC-Link or CC-Link LT.

CC-Link IE is the Industrial Ethernet technology of CLPA.
There are two main versions:

1. CC-Link IE Control (also named CC-Link IE Controller) is intended for
controller/controller communication.

2. CC-Link IE Field was originally intended for /O type communication (similar to
CC-Link). In Nov 2011 a Motion Control Profile was added.

Furthermore, since April 2011 there is also a Functional Safety Protocol for
integration into CC-Link IE Field.
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#CC-Link IE

FSercos 11

=Powerlink

#Modbus/TCP

=EtherCAT

»Summary

« CC-Link IE Contraol: for Controller/Controller communication
(CLPA: ,in-factory backbone")

" ff_'_:':;r"-' CC-Link IE Control: Overview

* Media Access Control: Token Passing

+ One Control Station, up to 119 Slave Stations
* Process Images exchanged by Shared Memory Approach
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Token Passing Approach:

A CC-Link IE network consists of a single control station and multiple

slave stations. As in standard token passing networks, the control station
manages the network and starts the token passing sequence by sending
the token to the first slave station on the network.

The slave station that receives the token performs its cyclic transmission,
and then passes the token to the next station in the sequence.

After the last slave station completes the process, it passes the token
back to the CC-Link IE control station where the entire sequence is started

again.

A general problem of Token Passing is the error recovery: if the token
frame is lost for any reason, the entire token passing system has to be
reconfigured — of course the real time behavior is then gone temporarily.
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CC-Link IE

r- CC-Link IE Control: Protocol Wosivol

»Classification » CC-Link IE Frame is embedded in Ethernet Frame
“PROFINET * Frame layout is configured at boot up and fixed at run-time

* Token holder writes to pre-assigned area of the frame
rEtherNet/IP

« Frame Format is not published
#CC-Link IE
| - < Ethemat frame >
»Sercos Il me : Heager CC-Link IE frame
=Powerlink :":l':: Transsnt Ly Heacar Data

Drtm sk, Livper EEE 802
»Modbus/TCP Pyt b iz el e —d
=EtherCAT
»Summary
Back CLPA B 2009 wew oo g

The CC-Link IE Control frame is directly embedded in the Ethernet frame.

In addition to the MAC address there is a node number and a network (in
the CC-Link IE Header), which are primarily used for addressing.

Unfortunately the CLPA CC-Link IE Control specification does not cover
the transport layer and the network layer, protocol details are not
published.

According to an article published by CLPA Europe (IEB Issue 49, November 2008),
“TCP/IP communications is supported by way of the transient/acyclic communication
function.” However, the specs do not mention this option — it seems that the authors
refer to the SLMP over TCP/IP option (see below).
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. : CC-Link IE
CC-Link IE Control: Topology [ontrol
»Classification + Topology: Ring },?
* Ring Topology provides Cable Redundancy .
»PROFINET « Physical Layer: 1000BASE-SX Multimode ,
Optical Fiber 50/125um (IEEE 802.3) '
b L + Connectors: LC Connectors (Duplex)
> COLink IE * Max Distance between nodes: 550m B
* Up to 120 nodes per network, multiple networks can be coupled
=Sercos |l
Master Slave| |[Slave| |Slave| |Slave| |Slave| |Slave| |Slave
=Powerlink ]I I 1 [ 1 [ 1 [T 1 1 II
»Modbus/TCP CC-Link |E Control cannot make use of existing
Ethernet Backbone: requires separate Network
~EtherCAT
#Summary

Unlike most other Industrial Ethernet technologies, which use a standard
Ethernet network (which is in place in many factory automation
environments already), CC-Link IE Control needs a dedicated and
separate network of its own.

Only ring topology is supported — switches cannot (and may not) be used.

CC-Link IE Control products may limit the max. no of nodes. Example: as
of 2/2014, the Mitsubishi CC-Link IE Control Interface supports 120 nodes
only in conjunction with a specific PLC. With other controllers, 64 nodes
are supported.
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2 Sl _ . CC-Link IE
;pr" CC-Link IE Control: Implementation =~ ~
»Classification « CC-Link IE Control requires special interface ASIC by Mitsubishi,

+ PROFINET standard Ethernet MACs cannot be used.
« ASIC is not mentioned on CLPA or Mitsubishi
Az L Websites and Brochures
~CC-Link IE » CC-Link IE Control Specification is available for CLPA Members
on request:
=Sercos |l
= Spec is very Jean", data link layer is missing, interface ASIC
~ Powerlink not mentioned
»Modbus/TCP For third parties, implementation of
CC-Link IE Control obviously is
»EtherCAT not encouraged
#Summary

The information about the special ASIC is difficult to find: neither the CC-Link IE website, nor the
brochures nor the spec provide any information about this fact. Also, detailed information regarding
the CC-Link IE Control chip — which is NOT the same as the CC-Link IE Field chip CP220 - itself is
not available.

,Lean" Specification
(as of February 2014, CLPA distributes the first version of the spec, dated Dec 2007):

* Device Profile Spec: 1 page
* Implementation Rules Spec: 3 pages
* Application Layer Service Definition: 41 pages

» Application Layer Protocol Definition:

115 pages (+ 10 pages description of ‘Transmission Point

Extended Mode’ added in Oct 2010)

» Communication Profile Specification: 2 pages

The application layer specs are relatively comprehensive as they have been prepared for inclusion in

IEC61158 — CC-Link IE is type 23. Publication of the edition of this standard containing CC-Link IE is
expected for April 2014.

Data link layer/transport layer/network layer with key features such as boot-up, network management
and error control are not specified. The Implementation Rules Spec, the Device Profile Spec and the

Communication Profile Specs are not sufficient for implementing the technology, the chip seems not

to be available outside Mitsubishi.

The “CC-Link Product Development Guidebook®, 12/2013 of CLPA Europe includes CC-Link IE
Control, but does not mention the corresponding chip. The only implementation possibility listed in
this brochure is a Mitsubishi PC board, for which software drivers are mentioned. So it remains
impossible for a PLC vendor to implement CC-Link Control.

Thus the conclusion is that, six years after the introduction of CC-Link IE Control as open network
technology, the implementation of CC-Link IE Control is not encouraged — if not impossible — for
third parties, at least not outside Japan.

CC-Link IE Control thus cannot be considered an open technology.
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¢ 5 cc-Link IE Control: Performance gg&ifk IE

»Classification Performance Examples: Gbit 100 MBit
Mo of Size of exchanged | No of Devices with | Link Scan Time
~PROFINET Nodes 110 procass image asynchronous (=Cycle Time)
per node [Bytes] Communication [ms]
»EtherNet/IP g 128 0 1.6 0.1
| 16 256 0 20
\»CC-Link IE 16 256 16 3.0 0.42
az 3z a2 4.8
=Sercos |l
50 64 50 7.8 0,34
*Powerlink 50 256 50 8.0
Cawmptad wirt Formulis reen Mdsubushi Releisnce Wanual CC-Lnk IE Conliolles Mabyearh
*Madbus/TCP = CC-Link IE Control Cycle Time is sensitive to number of nodes,

but hardly influenced by amount of data exchanged.

* Link Refresh Times aT+ aR (Z typically 1..2ms) and

#EtherCAT
B Line Control Time Mc (50...100ms) were not considered.

»Summary

Due to using Gigabit Ethernet physical layer, CC-Link IE Control cycle
time is hardly influenced by the amount of data exchanged. In contrast,
due to its functional principle, EtherCAT is hardly influenced by the
number of nodes — and is much faster anyhow, in spite of using 100Mbit
technology.

In order to have a fair comparison, the dedicated and separated CC-Link
IE Control network was compared with a dedicated and separated
EtherCAT (Device Protocol) network, which can also be used for
controller/controller communication. However, in many cases the
EtherCAT Automation Protocol (EAP) will be used for that purpose, since
EAP can be transmitted via an already existing Ethernet backbone (which
is of course not limited to 100Mbit/s). Since EAP is making use of
standard Ethernet switch technology, the EtherCAT cycle times listed
above are not achieved with the EAP option, though.

The Link Scan Time (=Cycle Time) formula used was taken from Chapter 7.1 (Link
Scan Time) of the “MELSEC Q series CC-Link IE Controller Network Reference
Manual” SH(NA)-080668ENG-I of May 2012 (as of Feb 2014, this is the latest
version available). We used formula (1) with LY=0, T=2 (default value) and the Line
Control Time Nc (Time required for reconfiguring the data link when network is
disconnected and reconnected) =0. Usual values for Nc given in that manual are
50ms (Normal) and 100ms (Worst). For error case considerations this time has to be
added. For Cyclic Transmission Delay Time the Link Refresh Times have to be
taken into account as well.
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- CC-Link IE Field: Overview Gield

#Classification

=PROFINET

»EtherNet/IP

»CC-Link IE

~Sercos |l

=Powerlink

#Modbus/TCP

=EtherCAT

#Summary

+ CC-Link IE Field: for I/O type communication

* Media Access Control: Token Passing

= All Frames are broadcasted (Switches act like Hubs)
* One Control Station, up to 120 Slave Stations

Hub
Master Slave Slave [ Slave
|| il
Slave
i Hub PC
| | z
i e Slave
ﬂ —

s Souwoe TLPE Brochurs Mov 2010 weew ool pig

CC-Link IE Field is the adaptation of CC-Link IE Control to the field level.
The functional principle — token passing - is shared by both variants. CC-
Link IE Field uses copper based Gigabit Ethernet, and supports non-ring
topologies such as star and line.

120 Slave stations: the specification allows for up to 253 slave devices;
however, as of Feb 2014 implementations only support 120 slave devices.
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: o CC-Link IE
CC-Link IE Field: Frame Types Lield
= Classification * CC-Link IE Frames are directly embedded in Ethernet Frame
* There are three basic frame types
~PROFINET
=EtherNet/IP
»CC-Link IE : —
@j{;lhnw Frame,
»Sercos Il 1 T - . i
»Powerlink Token Passing and Network Management
»Modbus/TCP \
: Ethemet |&|  CC-Link IE Field Network Frame
=EihesCAT Header [ (46..1500 Bytes) CRC
#Summary

CC-Link IE Field uses Ethernet frames according to IEEE 803.2 and the
Ethertype 0x890F.

As of February 2014, the CC-Link |IE Field Data Link Layer specification
contains no further information than this. The format of the transmission
control frame, of the transient transmission control frame and the cyclic
transmission control frame are not published.
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: : CC-Link IE
CC-Link IE Field: Phases Lield
#Classification CC-Link IE Field has three communication phases
a) Initialization Phase: Master establishes Token Passing Route
~PROFINET 1. Master finds Slave Devices
2. Master collects information about Slaves
Al L 3. Master distributes Token Passing Route
. 4. Master distributes Parameters
EELaE 5. Master instructs Slaves to reflect the Parameters
s Sercos il 6. Master verifies Slave Parameter Reflection Status
b) Refresh Phase: Cyclic and Acyclic Data Exchange
»Powerlink 1. Each node, after receiving Token, first sends Status Frame
2. Then sends Cyclic Data Frame(s)
»Modbus/TCP 3. Then sends Acyclic Data Frame(s)
4. Then sends Token frame to next Token holder
»EtherCAT c) Return Phase: New nodes are detected and included in Token
Passing Scheme. Master decides when to start Return Phase.
#Summary

The CC-Link IE Field specification describes the phases in general and
also shows the sequence of frames that are exchanged — but it does not
contain the frame formats itself.
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CC-Link IE

p?" CC-Link IE Field: Refresh Phase =~ =

* Process Data Exchange takes place during Refresh Phase.
+ Cyclic Transmission size of each node is fixed during runtime.
* Upper limit of acyclic frames per node is fixed during runtime.

Status Frame
F Cycle {Link Scan® Cyclic Transmission Frame
EtherMNet/IP L .n can’) clic |, Transient | Transmission Framae
P Sessssiisioiiiiiiiey Token Frama .

»Classification

=PROFINET

»CC-Link IE R l . l
=Sercos |l Shave 1 ﬂ_l Teken Passing I|F: \“_l Ilr
i [ | H
»Powerlink - II|| “—I II|' i
»Modbus/TCP g E E
Stave 3. II 5 ﬂ‘l |I| :
»EtherCAT — e
Slave d | | I | I :

»Summary

After receiving the token, the slave device first sends its status frame,

then one or more cyclic transmission frames, optionally followed by acyclic
frames (for the so called transient communication). The number of acyclic
frames per node and cycle can be limited in order to avoid cycle time
violations. Lastly, the node sends the Token Frame to the next token

holder.
All Frames are broadcasted: nodes with two ports send all frames to both
ports, and switches are used like hubs (making use of broadcast MAC

addresses).
CC-Link IE distinguishes different node types, which differ by maximum
process data size as well as features such as support of acyclic

communication:

e.g.:
+ “Remote Device Stations” are limited to 128 bits of cyclic I/0 data (+

register data) and do not support client functionality in acyclic

communication.
“‘Remote I/O stations” are limited to 64 bits of cyclic /O data (no register

data) and do not support acyclic communication at all.
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CC-Link IE

Hield

CC-Link IE Field: Topology

= Classification + Topology: Combination of Line and Star Topology, or Ring

» Physical Layer: 1000BASE-T (IEEE 802.3)
=PROFINET « Connectors: Shielded RJ-45

* Max Distance between nodes: 100m
~EtherNet/IP + Up to 120 nodes per network, multiple networks can be coupled
»CC-Link IE
=Powerlink ]
»Modbus/TCP Eli.i

==
#EtherCAT
* e (g

#Summary

The topology of CC-Link IE Field is more flexible than the CC-Link IE
Control topology. 120 nodes: spec allows for up to 254, but as of Feb
2014 we could not find any products supporting more than 120 nodes.
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»Classification

=PROFINET

=EtherNet/IP

"3« CC-Link IE Field: Implementation

#CC-Link IE

FSercos 11

=Powerlink

#Modbus/TCP

=EtherCAT

»Summary

CC-Link IE

Hield

« CC-Link IE Field also requires special interface
Standard Ethernet MACs cannot be used.

* ASIC by Mitsubishi: CP220 (BGA256, 17x17mm)

ASIC seems not (yet) available in Europe PR
* |P Core for Altera Cyclone IV FPGA by Altima
* ASIC by Renesas: R-IN32M3-CL
+ Embedded Interface Board by HMS anybus m

+ CC-Link |IE Field Specification is available for CLPA Members:

» Spec is pretty lean”, but more comprehensive than CC-Link

|E Control spec.
For third parties, only implementation of

CC-Link IE Field slaves seems feasible

CPI Puturs Wbl Japss Welais

According to Mitsubishi Electric Germany in Feb 2014, the CC-Link IE Field chip
CP220 is not (yet) available in Europe.

“Lean” Specification
(as of Feb 2014, the latest version is BAP 1605 of Nov 2011):

Device Profile Spec: 23 pages
Implementation Rules Spec: 8 pages
Data Link Layer Spec: 2 lines (not pages)

Application Layer Service Definition: 69 pages
Application Layer Protocol Definition: 197 pages

The application layer specs are relatively comprehensive as they have been
prepared for inclusion in IEC61158 — CC-Link IE is going to be type 23. Publication
of the edition of this standard containing CC-Link IE is expected for 4 / 2014.

While it looks feasible meanwhile to implement a slave device, it looks as if the
master device cannot be implemented by third parties as of now: there is no
information about the Data Link Layer and there are no chips supporting a master.
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&,
: CC-Link IE
CC-Link IE: SLMP el
#Classification * SLMP stands for Seamless Message Protocol
»PROFINET £ | E || common Application Protocol, SLMP |
CCLink IE| [CC-Link IE| | ©C-Link
»EtherNet/IP Bontrol [
| Ethernet || rs-48s |
»CC-Link IE
sSercos il + SLMP is independent of the data link layer and can be
= implemented on CC-Link IE and TCP{UDP)/IP
, ) + According to CPLA, legacy CC-Link also supports a similar
=Powerlink protocol
»Modbus/TCP " SLMP supports .
» Client/Server communication:
, for remote access to parameters or status information
#EtherCAT :
» Remote Control of Devices
»Summary = Event driven communication (,on-demand communication”)

By introducing SLMP, CLPA aims to install a common protocol layer and
thus a “cross-media” communication option for all CC-Link technologies.
This can be seen as the attempt to provide an approach similar to CIP
(ODVA) — however, SLMP does not contain device profiles. Thus, it may
provide a common “how to communicate” protocol, but lacks a “what to
communicate” definition.
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i ald- CC-Link IE
CC-Link IE Field: SLMP Gield

#Classification * For devices that do not support a dedicated CC-Link |E Field

chip, CLPA suggests using SLMP protocol through TCP/IP
~PROFINET
»EtherNet/IP CC-Lnk IE

ﬂim‘n’:
»CC-Link IE

»Sercos I MJEW Switch| [Slave| [Slave
: e e i i I
~Powerlink s |
Slave| |Slave
#Modbus/TCP M i
#EtherCAT
#Summary

CLPA suggests to use the SLMP via TCP/IP approach for devices such as
RFID controllers, HMI, Barcode readers or Vision Sensors. Of course this
approach is non-real time.

To make this very clear: According to the available specifications, CC-Link
IE Field cannot transport other Ethernet traffic such as TCP/IP. The SLMP
via TCP/IP approach simply means that the SLMP protocol of CC-Link IE
can also be transported via TCP/IP, and Ethernet TCP/IP devices also
supporting the SLMP protocol can exchange information with a CC-Link IE
network via a gateway.
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F
. _ . CC-Link IE
| «## CC-Link IE Field: Performance Licld
»Classification Performance Examples: Gbit 100 MBit
Moof | Size of exchanged | No of Devices with Link Scan Time
~PROFINET Modes | /O process image asynchronous (=Cycle Tima)
per node [Bytes] Communication Mormal | High
Speed Mode [ms]
»EtherNet/IP
L B 16 ] 09|03 .03

!;-C&Link IE 16 16 0 1.1 | 05

16 16 16 22|08
=Sercos |l az 16 3z 36|09

64 ] 64 64|15
=Powerlink

64 16 64 B5 | 1.8 118
»Modbus/TCP 64 32 B4 66|18

120 16 120 14| 28
= EtthC-.AT Compided wih Formulid from Midsobishl CC-Link IE Fiskd Metwork Master/Local Modils Users Manusl

CC-Link IE Field Cycle Time is sensitive to number of nodes,
: but hardly influenced by amount of data exchanged.
~Summary _ . _ _
»  EtherCAT is about 10 x faster than CC-Link |E Field in High Speed Mode

The Mitsubishi CC-Link IE Field Master supports two modes: Normal Mode — which
is the default - performs both cyclic and acyclic (transient) transmission without
losing their inherent speed performance, while High Speed Mode preferentially
performs cyclic transmission for high-speed communications and reduces
processing speed for transient transmissions. In High Speed Mode the maximum
data size for register communication is reduced.

Similar to CC-Link IE Control, the cycle time of CC-Link IE Field is hardly influenced
by the amount of data exchanged. In contrast, due to its functional principle,
EtherCAT is hardly influenced by the number of nodes — and is much faster
anyhow, in spite of using 100Mbit technology.

The Link Scan Time (=Cycle Time) formula used was taken from Appendix 5.2 (Link Scan
Time) of the “MELSEC Q CC-Link IE Field Network Master/Local Module User’s Manual”
SH(NA)-080917ENG-H of July 2012, found in Feb 2014 on www.meau.com (Mitsubishi
Electric Automation Inc, USA). CC-Link IE manuals are not available on the European
website of Mitsubishi Electric — their CC-Link IE products are not offered in Europe.

We used the link scan time formula with Ka=25,8 (Normal Mode)|18,5 (High Speed),
Kb=655 (NM)|168(HS), Kc=160+60*(no_of_nodes_with_acyclic_comm)(NM)|80(HS), Ni=0
and Kd (Maximum data link processing time when the station is disconnected from or
returned to the network) =0. Using recommended values for Kd leads to additional ~20ms
cycle time. For error case considerations this time has to be added. For Cyclic
Transmission Delay Time the Link Refresh Times have to be taken into account as well.
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' CC-Link IE: Adoption Rate CC-Link IE
#Classification CC-Link IE Control:
Six years after its introduction, there is no visible adoption of CC-
~PROFINET Link IE Control outside Mitsubishi:
As of February 2014, the only non-Mitsubishi products in the
»EtherNet/IP CLPA product guide are fibre optic cables and cable testers.
Since the interface ASIC seems not to be available for third parties,
»CC-Link IE the hw costs of a CC-Link |E Control interface cannot be determined.
~Sercos Il CC-Link IE Field:
Four year after its introduction, there is hardly any adoption of CC-
~Powerlink Link |E Field outside Mitsubishi:
» As of February 2014, the only non-Mitsubishi CC-Link IE devices
Modbus/TCP in the CLPA product guide are two vision systems and one signal
tower — not a single third party drive, I/O or controller.
»EtherCAT * The other non-Mitsubishi products are infrastructure components
such as cables and switches.
#Summary

The adoption rate is exceptional.
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CC-Link IE: Summary CC-Link IE
= Classification CC-Link |IE Control:
« Non-open, Mitsubishi-only fiber optic ring network making use of
~PROFINET Gigabit Ethernet physical layer.
Requires separate network, transport of TCP/IP and other
»EtherNet/IP Ethernet traffic is not specified.
Intended and suitable for shared memory communication
~CC-Link IE between Mitsubishi PLCs.
~Sercos Il CC-Link IE Field:
Semi-open, so far de-facto Mitsubishi-only Gigabit Ethernet based
~Powerlink communication technology.
» Rather poor utilization of Gigabit transmission speed, less
FModbus/TCP performance than competing 100Mbit/s technologies such as
PROFINET.
»EtherCAT = According to the spec, other Ethernet traffic (including TCP/IP)
cannot be transported trough a CC-Link IE field network
#Summary

Seems difficult to find a convincing reason why an automation vendor
should adopt any CC-Link IE variant — it will be challenging to position CC-
Link IE as an alternative to existing Industrial Ethernet Technologies.
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~Classification

#PROFINET

»EtherNet/IP

=CC-Link IE

Y SERCOS Ill Features SEercos

»Sercos

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

» Combining Sercos mechanism with EtherNet Physics |C |
« 100 MBit network transmission rate

« Hardware based synchronization and ring topology

« Integration of NRT channel, e.g. for TCP/IP

» Cyclic and acyclic communication

« Cross-communication between slaves

* Media redundancy support

« Control recognizes the physical order of devices

+ 100BASE-TX or Fibre Optics based physical layer

» Hard Real Time Requires Special Master Card

« maximum of 511 slave nodes per network (since V1.1)
« Line + Ring Topology, only.

The list of features of SERCOS-III reads like the list of features of
EtherCAT — except the last three items.
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SERCOS Il Functional Principle SErcos

J — AT: Drive MDT: Master | UCC: Non Real ' |
~Classification Telegram Data Telegram | | Time Frames C
\ Y ____,_,.-'—-_E_'___
\/ _.-"'fff =
~PROFINET R =il | _ : | .
AT MDT UCC |
—— ﬂ I[ jj'* 3‘ ﬁ.h II
= CC-Link IE Master Slave| [Slave| |Slave| [Slave| |[Slave| |Slave|
»Sarcos il « Slaves extract and insert data on the fly
. + Master sends frames — 2 or more per cycle
~Powerlink :
« Slaves process frames twice
»Modbus/TCP « Non-Real-Time data is inserted in gaps:
Unified Communication Channel (UCC)
#EtherCAT « Telegram structure fixed at run time.
#Summary

SERCOS-III has adopted the EtherCAT functional principle: processing Ethernet
frames on the fly. There are some main differences, though:

1. SERCOS-IIl separates input and output data in two frames — so there are at minimum
two frames per cycle

2. The slaves process the data twice: on the way out and on the way back

3. Very rigid frame layout — no changes at runtime, no bit-wise mapping.

4. Non Realtime Data (such as TCP/IP) is inserted in gaps between the frames.
These differences have the following impact — compared with EtherCAT:

1. Bandwidth utilization is lower. Dual processing in the slave devices. Therefore in
average 2-3 times slower than EtherCAT.

2. Separating input and output data and processing twice allows for topology independent
slave-to-slave communication within the same cycle. For topology independent slave-
to-slave communication, EtherCAT has to relay the data through the master
(performance implementation dependent, can also be done with 2nd frame within in
the same cycle). However, since Servos Il overall cycle time is higher, slave-to-slave
performance is not better than with EtherCAT.

3. Due to the ,processing twice“ principle, only line topology (+ ring for redundancy) are
possible: no drop lines, tree configuration etc.

4. No flexibility in process data communication: same update rate for all nodes and data.

5. If the IP gap is shorter than the maximum Ethernet frame length (< 122 ps), the MTU
(Ethernet Maximum Transmission Unit) has to be adapted accordingly: the device
interfacing Ethernet to Sercos Il has to handle the fragmentation, similar to an
EtherCAT switchport.
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~Classification

#PROFINET

»EtherNet/IP

=CC-Link IE

© EtherCAT Technology Group

»Sercos I

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

SERCOS Ill Topology (1)
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SERCOS-III originally supported line and ring topology, only.
Ring structure: Recovery time in case of cable failure < 25ps.
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SEercos

the putomstsn bus

Mg ratodd i the (hrvico

~Classification

»PROFINET
»EtherNet/IP
=CC-Link IE
Swvitehbsonnd C 1i TopoEstension Switohsonnd C 11 TepaExtension

Switchboard B | TapoBxtamion Switchboard B
»Sercos i corcos j
~Powerlink hw "E H Ii “E H ."E Fi li
-~ | L3 ] i 4| L) L ] [ - 'll

- o . o ] L o o : ot j !

Slave 4 Slave & -} Slave & Slave 4 Slava § 2l Slave &
»Modbus/TCP
: Sercos-lll Ethernet Cable, 4 wire
>EtheroAl Sercos-lll Topo Extension, 8 or 10 wire: 2 x Ethamet + optional Power
»Summary

Sopte Bt W Beoorare. Seroos ieranoral Eaton 17114

Fetnary I5% AT Tech - L siivisl Ethwrmel Tachnoioss

In November 2012 the so called TopoExtension Module was announced. It
allows one to extend the ring topology using one cable instead of two. In
theory, the same functionality could be included into a slave device as
well.
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"Jf-' F f Xon .!- il
) & SERCOS Il Topology (Il) Sercos
_-"--‘-- Jll

»Classification Saded AT S CATSe

~PROFINET

=EtherNet/IP

»CC-Link IE

=Sercos |l

~Powerlink &

»Modbus/TCP

#Eth 1

FERCHA Line Topology Extension” with Line Topology without

TopoExtension Module TopoExtension Module: less cabling

»Summary
Sortd Bt TopoErmerson Mamial 101]. CAMNCS Auinmats
# Tock Lo pictares miodified tor mxpanaion

The TopoExtension Module combines two Ethernet lines into one (+
optional power).

At first glance it looks as if the TopoExtension adds drop line and tree
topology support to Sercos-Ill; however, this is not really the case, since
standard Sercos-Ill devices cannot be directly connected to the
TopoExtension cable.

So one can replace two standard cables with two TopoExtension modules
and a special cable (RJ50).

Conclusion: the main advantage/purpose of the Sercos TopoExtension is
the ability to actively switch off a sub-ring.

Therefore we think it is appropriate to maintain the following statement:
Sercos-lll supports line and ring topology.
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~Classification

#PROFINET

»EtherNet/IP

=CC-Link IE

=Sercos |l

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

¢ SERCOS Ill Communication Cycle  —clCOS

MDT. Master | | AT Drive
Data Telegram Telegram

typically: 1 MDT + 1 AT
Telegram per Cycle

MOTS MDT1 MDT2 MDTI ATE AT1 AT2 ATY

- i

IP telegrams MEBTO

RT channel

comminication cycle

&

MOTO MOTY MODT2 MDTI IF telegrams ATO ATY1 ATZ ATI mWDTO

RT channel

r- o
> 4
IP channel

communication cycle

RT channel method 2

If IF Channel (meanwhile called
UCC}) used: gap neaedad

Source: Presentation ai Real Time Ethemet Seminar, Reoutingan, March 200%

IP data is inserted in a gap (originally named IP channel, now called
Unified Communication Channel UCC).The gap can either be after the
input and output frames (method 1) or in between (method 2). Typically

method 1 is used.
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~Classification

#PROFINET

»EtherNet/IP

»CC-Link IE

»Sercos I

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

MDT
!g i gve m]"_lm:l,__lm RTD mI__IImIf,_lm;
i T o R
[ Y A
e
MDT-Painter of SVC
MODT-Painter of RTE
AT
- _ . g
sgi';m m;cls-.rcl n;ul___ mn[___lm!,;
R M|
K LA

} >
AT-Pointer of SVC

AT-Pointer of RTD|
-

Source: Presentation ai Real Time Ethemet Seminar, Reoutingan, March 200%

SEercos

the putomstsn bus

SVC = Service channe!

RTD = Rel-time data

HOT = Hetplug field

MST = S Il header, SYNC
HDR = Ethemet header

FCS = Frame check sequence

Once in real time mode, Sercos-lll uses the same frame structure in every
cycle. Therefore there is no flexibility in process data communication: each
node and each process data part is updated at the same rate.

It is thus not possible to e.g. cyclically read a status bit of a device and
request data only if this status bit indicates new data.

Furthermore, since the process data length per node is fixed to either 2,4
or 8 bytes (+ 4 bytes status per device), this approach is not ideal for
devices with very small process data images (like digital 1/0O).
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SEercos

the putomstsn bus

> Classification o sud et / -
L MAL iy J e
| Dot Mot wll b psichecd
PROFINET
destination| source s5m
IDLE | 55D | preamble | SFD sk | acidram s data field FCS ESD
»EtherNet/IP ¥11+1 Byte 7+1 Byt Gle  GByte ZByte  Gpnae ) S0-1404 Myte| 4 Byte | 1 Oybe
" .
.’F i1 data lengity
) : chchoed via FCS t
=CC-Link IE i i "
tkegram hength: 72 - 1536 Byte (overbmad: 3046 = 12 Dyte)
e liegram bene: 58 - 122,050 1 o
=Sercos |l talognin leewgth: 84 = 128 Byte (ovechenc: JEHG = 44 Bybe]
e telegram lime:  68m - 133,11 -

PR S ————

- i
~Powerlink Synchronization
Trigger

~Modbus/TCP
#EtherCAT Synchronization Accuracy depends on Master Accuracy, hardware suppor required
~Summary Source: Presentation a1 Autemation Summi, Bejing, June 2007

Source: Prof, Schwages, FH Routlingen

Just like with SERCOS-II, synchronization in SERCOS-IIl is based on
cyclic, deterministic and jitter-free communication. This requires special
hardware support in the master: a special dedicated SERCOS master
card.

IEEE1588 support may be added later, but will as well need hw support for
accuracy.
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; g SErcos
' SERCOS lll Synchronization hu eubemation bus
~Classification b SERCOS Il Master 3 s
@ using Standard Ethernet — { =]
) 4 Hardware o
~PROFINET i
% _ ] -
EtherNet/IP = SEN S
=EtherNe
2 SERCOS Ill Master = |
with passive SERCOS Il — I ‘
»CC-Link IE il interface board oo
3]
¢ _H ) v | -
=Sercos | "L'IE Tru (et Stan of Lo e
=]
1 SERCOS IIl Master 5 mul ll |
»Powerlink Bl with active SERCOS Il 2 d -:El
interface board T
>Modbus/TCP o s one ||
[ 708 | (R0 4 C o vt
~EtherCAT Announced in April 2007
Soft-Master, suitable if RTOS-Jitter is sufficient for Mode Synchronization
F3ummary Source: Presentation at Automation Summi, Baling, June 2007

In April 2007, Sercos International announced the development of a
Sercos-lll “Soft-Master”, implementing the master functionality using
software (+ a standard Ethernet Port). According to the press release
(quote), "The achievable synchronization accuracy of a SERCOS Il real-
time network using a soft master is depending on the performance of the
hardware and the characteristic of the used operating system”.

Sercos International:
» special hardware support for 1us jitter
» soft master for up to 50us jitter
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' SERCOS Il Implementation Sercos

~Classification 1. FPGA solution
~PROFINET
»EtherNet/IP
»CC-Link IE
2. Integrating SERCOS Il interface into
»Sercos Il universal mmmujmicatmn controllers
Cost effective
»Powerlink Makes “single-chip devices” possible
Multi-Protocol capability
»Modbus/TCP
v v v v v
=EtherCAT . o =
SR EhehT™  JIISERCDS v Etharia /1P
F3ummary

SERCOS-III Controllers are either FPGA based, or the Hilscher netX chip
family can be used, which also supports EtherCAT + PROFINET.
Furthermore, the Tl Sitara Chip Family can also be equipped with a
Sercos-lll Slave Core.

In order to push the adoption of the SERCOS 1/O profile (which was
published in Nov 2006), Sercos launched Easy-I/O in April 2007), a free IP
Core for the Xilinx Spartan-3 XC3S250E FPGA. This code is limited to 64
Byte 1/O data, and targeted at encoders, measuring sensors, valve
clusters, 24V digital I/O and analog I/O. It is not suitable for Sercos-IlI
drive implementation.

For Sercos International (SI) members, a commercial IP core for Sercos-
[l is available for a one time fee. For non members of Sercos International
an annual license fee for this IP core applies. Alternatively, run-time
licenses are available (non members pay double runtime fees).

In April 2009, Sercos International announced to publish a Sercos-ll|
master APl under GPL license. The API only supports the SERCON100M
Master IP Core (no generic Ethernet MAC).
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SERCOS Il Performance Overview o' COS
~Classification Cyclic Cycle No. of No.of | No.of No. of
_data | time | slaves (1) slaves (2) @ slaves(3) MDT/AT
EHOEET 8 Byte[3125us | 7 | | 2 ] A
12 Byle |62 5us 14 8 11
» EtharNetlP 16 Byte |125us 26 | 21 |
12 Byte[250us | 61 | 30 | 57 [ 11
5 CC-Link IE 32 Byte250us | 33 | 17 | 31 | 1N
12 Byte |500 us 122 94 120 2/2
»Sercos Il 50 Byte|1ms 97 85 95 4/4
32 Byte|1ms 137 120 134 | 44
5 Powerlink 12 Byte|1ms | 251 | 220 245 | 44
" 1) without NRT channel
>Modbus/TCP 2) with MRT channal: 1500 bytes = 125 ps
3) with NRT channel: 250 bytes = 20ps
#EtherCAT
»Summary

This performance data is taken from the Sercos-IIl brochure published by
Sercos International, Edition 1/2014. At cycle times below 250us the IP
channel is shorter than a maximum frame length, and thus IP traffic is
fragmented: MTU (Ethernet Maximum Transmission Unit) has to be
adapted accordingly by the gateway.

This MTU adaptation is not supported by the Ethernet/Sercos-Ill gateways
as of Feb 2014.
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. - Sercos
" SERCOS Ill Performance Comparison 5o v
»Classification No. of Nodes with
ki SERCOS-II| EtherCAT
given Cycle Time e e
. : 0. o witl "
»PROFINET Apphi- Cyelic Cycie D itiii Charinal : remaining
cation Data 5 Devices | Bandwidth
Example  (1+0) Time without IP (20ps for IP
»EtherNet/IP channel [125ps)
1 BByte 3125us 7 2]- dump 20 48,1%
geltHkiE 2 12Byte 625ps 14 8- 40 32,3%
»Sarcos Il 3 16 Byte 125 s 26 21 - 72 22,3%
4 12Byte 250 s 61 57|30 180 25,8%
g
=Powerlink 5 32Byte 250 ps 33 M7 &0 12,2%
B 12 Byte 500 ps 122 120 94 400 20,6%
»Madbus/TCP 7 S0Byte  1ms 97 85| 85 225 6.4%
] 32 Byte Tms 137 134 | 120 340 8.1%
>EtherCAT ] 12 Byte ims 251 245 | 220 800 19.8%
F3ummary Same Sorcos dala as provicus slide, now in compasison with EthaeCAT

Comparing SERCOS-IIl and EtherCAT performance: at given cycle times
and amount of data per slave, the maximum number of nodes is given for
both technologies.

Please note that as of Feb 2014, we could not find a gateway supporting
the shortened IP channel (which would lead to the values marked in
green)
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¥/ SERCOS Ill Performance Comparison o) COS
»Classification
_ Cysle Time with SERCOS-II EtherCAT
~PROFINET given No. of Nodes
Cyclic MNo. of Mo. of No. of
! Cycle Devices Devices 2 Resulting
» EtherNet/IP Appl Dala e | withoutlP  with P | 22¥I®S | cycle Time
(1+0) with IP
Exampie channel Channel

#CC-Link IE 1 BByte 31,25ps -« 2| - 2 > s

2 12Byte  625ps 14 8- B 23 ps
»Sercos il 3 16Byte 125us 26 21 |- 21 a7 ps

) i 12Byte  250ps | 4 61 57 | 30 57 P 95ps

=Powerlink

5 32Byte 250 ps 33 a1 |17 31 106 ps
=Modbus/TCP & 12 Byte 500 ps 122 120 | 94 120 203 ps

7 50 Byte 1ms a7 85| 85 a5 446 ps
#EtherCAT B 32Byte 1ms 137 134 | 120 134 435 ps

g 12 Byte 1ms “ 251 245 220 245 > 350 ps
»Summary

Another view for the comparison: now the number of nodes and the
amount of data per slave is fixed, and the resulting cycle time is
compared.
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o )
‘ w ) ## SERCOS Il Performance Comparison SEercos
»Classification Cycle Time Comparison

1000
~PROFINET oo |

| SERCOS-II

aoo |
~EtherMNet/IP m EtherCAT

00
»CC-Link IE T 600 |

£ oo |

»Sercos |l g o |
#Powerlink 300 |

200 |
~Modbus/TCP 100 | L

o ;
»EtherCAT T SR S——
Application Examples

»Summary

A graphical view for the previous table.

In average (over 9 different application scenarios), EtherCAT is 2,7 times
faster.
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#%) = SERCOS Ill IP-Handling (I) e
»Classification * At Boot-Up, Slaves are in NRT
(Non Real Time) Mode until they Slave
+ PROFINET see first RT Frame |
* In NRT Mode, Slave Chips Protocol
> EtherMoliP behave like 3-port Switches Handler
* Each node needs a MAC Address
: : * The internal Switches are
#CC-Link IE
" implemented with “Store and 3 Port
: : Forward" or with “Cut Through” Switch
Emalco | methodology
n _ + Forwarding Delay depends on
AL No. of Nodes, size of IP or NRT slot, frame size and switch
_ methodology (may differ from node to node)
*Modbus/TCP * Typical Store and Forward Delay per Node and Direction:
10...125ps, depending on Frame Length
~EtherCAT
»Summary

Sercos-lll implementations either follow the “store and forward” approach
for the switch (NRT) mode, which in case of Sercos-Ill means that the
NRT frame is only forwarded in the next cycle, or the follow the “cut
through” methodology, which means that they forward the frame only
within the same cycle if after the analysis of the destination address the
remaining IP-Slot is able to carry the maximum frame length.

It will be interesting to see how the IP communication over a large number
of cascaded switches behaves.
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SERCOS Il IP-Handling (11) Sorcos
»Classification for IP Access to Slave Devices via TCP/IP:
+ Gateway Device or Master with Gateway Functionality Required
*PROFINET « or access through open port @ last node in line
=EtherNet/IP
»CC-Link IE
—a
=Sercos |l Gate-
L way
Devica
»Powerlink A MIT P el st ol
EA Bl TR ] Slave Slave Slave| | Slaye | |Slave
#EtherCAT
#Summary

In order to allow for IP access to slave devices at run-time, either routing
through the master or a special gateway device have to be used.

This is the same if IP access (e.g. for remote diagnosis) shall be
supported without the need to physically connect the link first.

If an unused port is available, this can be used alternatively. Since Sercos-
[l Devices have two ports, in line topology there is one unused port at the
last node in the line (no unused port in ring topology)



Industrial Ethernet Technologies Page 94 © EtherCAT Technology Group

SERCOS Il IP-Handling (1) e B0
»Classification * In RT Mode, IP Traffic is inserted in Unified Comm. Channel
* During UCC Phase, Slave is in Switch Mode
~PROFINET
AT MDT UCC
»EtherNet/IP : ; i % %
»CC-Link IE Masier Slave| |Slave
: + If UCC slot is short or slave controller chip works with store and
~Sercos |l forward methodology, forwarding of larger frames is delayed to
the next cycle — in this case sending a frame e.g. to node 50
~Powerlink takes 50 cycles, response frame accordingly (TCP/IP
handshake).
FModbus/TCP * UCC performance strongly depends on Mo. of Nodes
+ Within one cycle only one frame can be handled, regardless of
»EtherCAT Unified Communication Channel Size
#Summary

In each RT cycle, the slave controllers switch between “processing on the
fly-mode” for process data and “switch-mode” for IP data.

The forwarding behavior of IP frames in the IP slot depends on the slave
device capabilities and on the network configuration
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Sercos lll IP-Handling, Store + Forwardﬁﬁ';ﬁgﬁ
* In UCC Phase, incoming frames are buffered
= Classification
» Store + Forward (as implemented by netX Chips):
»PROFINET Once entire incoming frame has been received + buffered:
= |f Tx-Port is not allocated by internal Tx-Port and remaining
=EtherNet/IP UCC phase > buffered frame length, frame is forwarded
*» If remaining UCC phase < buffered frame length, Frame is
~CC-Link IE buffered until next UCC Phase is active (next cycle)
= Sercos |l
=Powerlink
»Modbus/TCP
»EtherCAT Example for Sercos-1ll Chip with Store + Forward Switch: Hilscher NETX Family
#Summary

Most current Sercos-Ill implementations support Store and Forward,
which means that within one Sercos-Ill cycle an IP frame moves from
node n to node n+1, if frame sending takes longer than half of the UCC
phase.
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=PROFINET

=EtherNet/IP

»CC-Link IE
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~Sercos |l

=Powerlink

#Modbus/TCP

=EtherCAT

#Summary

Sercos lll IP-Handling, Cut-Through 5. o

SErcos

In UCC Phase, incoming frames are buffered (Collision buffer)
Cut Through: Once destination address is received:

If Tx-Port is not allocated by internal Tx-Port and remaining
UCC Phase is > 122ys (max. frame length), frame is forwarded

« Otherwise: frame is buffered until next IP-Channel is active

[ Local Application |
I | { |
Intermal Internal Intemal Intermal
Rx Port 1] | Tx Port 1 Rx Port 2| | Tx Port 2

“I -} Collision Buffer 2 I'——’ [
ain [T}
[Rx Port 1] | Tx Port 1| [Rx Port2| [TxPort 2|

Example for Sercos-lll Chip with Store + Forward Switch: SERCOMN-FPGA

If IP slot is =125us, Cut-through forwards in next cycle

If Cut-Through behavior in NRT mode is supported, an IP frame can move
several nodes before it is stored for the next cycle. However, if the IP slot
is shorter than 125us, the only Cut-Through Sercos-Ill slave controller
(SERCON FPGA) buffers the frame for the next cycle.
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SERCOS Il IP-Performance (1) SorCus

»Classification IP Handling Performance Considerations

Best Case Scenario:
»PROFINET « All nodes support ,Cut Through“-Switch behavior

« UCC phase longer than:
~EtherNet/IP max frame length (122ps) + (No of Modes x delay per switch)

* Then IP frame gets forwarded within one cycle
»CC-Link IE
: Example:
ool + Metwork with 100 Nodes, IP communication with last node (100)
»Powarink » Cycle Time 1 ms, UCC Slot 500us, 12 Bytes 1/O data per device

* Propagation Delay Master — Node 100: 1 Cycle

»Modbus/TCP * Response Time IP Communication (if TCP Connection already
established): 2 ms + Stack delay

=EtherCAT

i " Su rting Cut Through IP forwarding is optional
#Summary pRoring g

If UCC phase is long enough (>>125pus) and cut-through is supported
throughout, the performance of the IP communication looks sufficient.
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% ﬁ_f'__'f'::,r"' SERCOS Ill IP-Performance (1) SErcos

»Classification IP Handling Performance Considerations
Worst Case Scenario:
»PROFINET « All nodes support ,Store and Forward*-Switch behavior
« UCC phase is = 245ps
> EtherNoiE « Large IP frames, which are forwarded in next cycle only
»CC-Link IE Example:
»Sercos Ill « Network with 220 Nodes, IP communication with last node (220)
* Cycle Time 1 ms, UCC Slot 200ps, 12 Bytes |/O data per device
5 Dok * Propagation Delay Master — Node 220: 220 Cycles
» Response Time IP Communication (if TCP Connection already
»Modbus/TCP established): 440ms + Stack delay
~EtherCAT
#Summary

If UCC phase is short IP communication performance may deteriorate
substantially — especially in larger networks.

This can be avoided by smart configuration tools, which take the node
behavior and network size into account and adjust the IP slot time
accordingly.

It is obvious, though, that the IP handling mechanism of SERCOS Il
works best in small networks.
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SERCOS IIl and EtherNet/IP SEercos

# Classification Wioten Loge Comtrol | PLE The Master needs to speak both
u.m el -~ Janguages": Sercos-lll and EtherNet/IP
+ PROFINET Barcos | ——m, e
gencos Etvertet 1 2>
»EtherNet/IP ' E -
I 1 |
»CC-Link IE ‘ i“ LTI
} !
=) i tarclant |9 tanciant 1O 1 4
~Sercos |l ) ) H
:'"PDWEFHHH Searos W devices Eibernet/ TP davices

* Following Bosch Rexroths move towards CODVA in 2011, Sercos

FHlodOUsICE: International started to promote EtherNet/IP for Standard 1/O and

_ other non-motion-control devices.

»EtherCAT « The topology is a little awkward, though: EtherNet/IP and
Sercos-lll devices cannot be mixed — the EtherNet/IP segment is

#Summary connected e.g. to the end of the Sercos Line.

In February 2011 Bosch Rexroth became a “Principal Member” of ODVA.
It is understood that the goal of this move was to get better access to the
US market, especially to market segments dominated by Rockwell
Automation. So Bosch Rexroth followed the example of Schneider Electric
from 2007, even though it seems not to have really worked out for
Schneider. Whereas many had expected that the Bosch Rexroth move
towards ODVA would pave the way for ODVA accepting Sercos-IIl as
official motion network, this did not happen. Unlike for Modbus TCP, for
which an integration into the ODVA architecture was build after Schneider
Electric became a principal member, similar activities were not started for
Sercos-II.

However, Sercos International had to integrate EtherNet/IP instead, which
raised some eyebrows: one of the fastest motion control bus systems
adopts the slowest available Industrial Ethernet technology for 1/0
integration. This can also be seen as the confession of failure for Sercos-
[Il as general automation bus. If Sercos-Ill would have been successful in
integrating generic I/O, sensors and other non-motion control
components, why promote EtherNet/IP as the solution for such devices?

As of Feb 2014, no master product with dual stack capabilities can be
found in the Sercos Product Guide.
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#PROFINET

»EtherNet/IP

=CC-Link IE
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»Sercos I

~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

SERCOS lll Adoption Rate

« As of Feb 2014, the Sercos International
product guide contains 192 Sercos
entries,

« However, most of them are Sercos-Il
products.

* Altogether the product guide | mrerwew
matrix table shows
23 vendors of Sercos-lll drives,
10 vendors of Sercos-lll /O, and
18 vendors of Sercos-lll masters.

* The detailed product listing shows
12 vendors of Sercos-lll drives,
7 vendors of Sercos-1ll /O, and
12 vendors of Sercos-ll masters.

SEercos

the putomstsn bus

Whilst the SERCOS technology has a good reputation for servo drive
control, similar reputation as general bus system |/O, sensors, or other
devices has not been achieved.

With only very few exceptions, all drive and I/O products supporting Sercos-Ill als also
available with EtherCAT interface, since EtherCAT can be implemented on the same
FPGAs that are used for Sercos-lll.



Industrial Ethernet Technologies Page 101 © EtherCAT Technology Group

SERCOS Ill Summary T,

~Classification * High Performance Industrial Ethernet Approach
i « Focus on drives, Sercos International meanwhile promotes
»PROFINET EtherNet/IP for connecting I/O, sensor, valve etc.
+ EtherNetIP + Topology: line and ring only

* Not more than 511 nodes per network, therefore modular I/0 with
»CC-Link IE bus couplers (and associated delays).

* Requires dedicated master-card for hard real time
»Sercos Il - Soft-Master implementation for jitter up to 50ps
S PowsHin » Depending on configuration IP traffic can be slow
=Modbus/TCP
#EtherCAT
»Summary

SERCOS-IIl achieves a performance comparable with PROFINET IRT —
and thus sufficient for most applications.

Whilst the SERCOS technology has a good reputation for servo drive
control, SERCOS-IIl has not been able to establish itself as generic
automation bus with seamless integration of I/O, sensors and other
devices.
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ETHERNET IOl o

# Powerlink: Overview POWERLINK

% Classification = Ethernet Approach originally introduced by B+R

* Medium Access Control by Polling (similar to Profibus) '

»PROFINET + TCP/IP for Parameters, seperate Process Data Protocol
_ » uses Hubs
»EtherNet/IP . . .
« active Master Plug-in-Card required, no Standard NICs
»CC-Link IE
it o romim e ey
Ol | — ¥ |
»Modbus/TCP —_— S Tge——Ng T
ol r L r B Sy g L
L] Femarnay rmaiken -
Roal-Tine Domain ...nr w1
rSummar:,r OficaFaciory N

Powerlink replaces the Ethernet CSMA/CD Media Access Control Method
by Polling: The master (called managing node) sends a poll request to
each slave (called controlled node) which then answers with a response.

Hubs (no switches): the Powerlink Spec states: , To fit EPL jitter

123

requirements it is recommended to use hubs™.

Protected real time mode: Since the Powerlink topology (up to 10 nodes in
line configuration) violates IEEE802.3 roundtrip delay rules, CSMA/CD
does not work in this configuration — so a network designed for protected
mode cannot be accessed with standard Ethernet interfaces (not even in
non-realtime mode).

* In theory switches can be used, but due to the additional latency the network
performance would be unacceptable. All performance calculations in the Powerlink spec
assume a Hub Delay Time of 500ns — ,store and forward“-switches have a delay time of
>10ps (for short frames), ,cut through“-switches have a delay time of ~5us. If hubs were
replaced by switches with 10us delay, the cycle time of example 4 in the Powerlink Spec
would be increased from 2,34 ms to 19,44 ms.

In September 2005, EPSG announced that Micrels new 3-Port switch chip is endorsed for
Ethernet Powerlink implementations. However, in Powerlink applications this switch chip
is operated in half duplex repeater mode, only. Thus it is a switch chip that supports a hub
mode, too.
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~Powerlink

=Modbus/TCP

#EtherCAT

»Summary

* Polling
(Marketing: Time Slice...)

= Hubs only, half duplex

 Broadcast: every node
receives every frame

= Thus high Interrupt load
and processing

requirements

« Limited Line Topology

(Hub Delays)

Slave

Powerlink: Functional Principle

ETHERNET HIE vp s

POWERLINK

Master

Slave

Powerlink Marketing calls the Media Access Method , Time Slicing” or ,Slot
Communication Network Management®. The principle nevertheless is
polling — the controlled device only ,speaks” after it was ,asked".

Due to the broadcast nature of hubs, all nodes receive all frames.

Therefore the nodes have to filter each frame.

The broadcast mechanism can be used for slave to slave communication
(consumer/producer principle). However, performance of slave to slave
communication cannot be better than the cycle time...

The accumulation of the hub delays limits the number of nodes in a line

topology.
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Powerlink Timing

Cyele Time

+ Overall Network Performance depends on Slave Implementation + Topology:

= Fast response time requires powerful processors on the slave (controller) side —
or implementation in Hardware (FPGA or netX)

= A lot of ,idle time" on the media, caused by stack delays plus cascaded hubs

ETHERNET HIE vp s

POWERLINK

Sl Aol
Cyelic Request
_{5aC) (PReq) |

Tosan = 28...45ps

"'.l'l-ﬁ
for 1. 43 Bylos
of Process Data

r

Start of

(SoA)

Asynic
Send

{ASnd)
Tl.ip'wl- = 152, 200ps

The timing (and thus the performance) of a Powerlink network is mainly
determined by the topology and the node response times: each poll
request first has to get from the master through all hubs (both the external
ones and the integrated ones in a daisy chain or line topology) to the
destination node, then the node has to process the request, send the
response, which then again goes through all hubs back to the master.
Only after the master has received the response, he can issue the next

poll request.

At the end of the cycle there is the asynchronous phase.
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i ETHERNET HIE vp s

_;pjf"' Powerlink PolIResponse Chaining POWERLINK
=7

* In 2012 EPSG introduced another Powerlink Version: PolIResponse Chaining.

= Master (=Managing Node) sends output data in one broadcast frame.

+ Slaves reply with their Poll Response frames, triggered by pre-configured
response times. These times are set so that slave tries to send while still

receiving previous frame; Ethernet carrier sense mechanism delays acutal
sending until end of reception of previous frame.

Cycle Time
Start of Poll Response Start of
Cyelic Managing Node Async
SoC [FResNM]) _{So8)

= || El

* Increases performance, but adds substantial complexity: master has to determine
the propagation delays between all nodes and set the timing accordingly

» Furthermore, system is sensitive to timing violations of any participating node.

The PollIResponse Chaining mode increases the performance of
Powerlink but also increases the complexity and vulnerability. Boot-up and
error handling become complex since collisions are not avoided by the
polling mechanism any more. If a device responds just slightly too late
collisions happen and the system becomes instable.

In previous versions of Powerlink the topology already had a substantial
influence on the network performance. With PollIResponse Chaining not
only the topology, but also the sequence of node addresses influences the
network performance: the timing depends not only on the sum of the
propagation delays between master and slave devices, but also on the
propagation delays of the subsequent node addresses. Overall, it
becomes even more difficult to predict the performance of Powerlink for
any given scenario.

PolIResponse Chaining requires implementation of master and slave
controller in Hardware (FPGA or netX)

The PollResponse Chaining Specification can be downloaded from the
EPSG website. In particular the very “lean” error handling sections leave
lots of implementation freedom, which is probably not such an issue since
there are no non-B&R masters supporting this version.
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Powerlink Synchronization POWERLINK
~Classification - Powerlink Spec (DS301 V1.01) says:
S EROEINET = At the pegﬁnm‘ng of eac!? isachmnqus phase, the
Managing Node transmits the multicast SoC message
e very precisely to synchronize all nodes in the network.
« Propagation Delay compensation is not available
»CC-Link IE + Thus the synchronization accuracy depends on
* Ability of the Master (M) to transmit SoC equidistantly
»Sercos Il « Ability of the Slave (S) to timestamp SoC precisely
: - » Accumulated Jitter of all hubs between M and S
=Powerlink
This means:
»Modbus/TCP » Powerlink Implementations without special hardware
support (such as “openPowerlink”) cannot provide
#EtherCAT accurate synchronization by design.
« Synchronization accuracy is always topology dependent.
»Summary

Furthermore, the cycle time setting must provide sufficient leeway for accumulated response jitter
of all nodes and for repeating corrupt messages.

EPSG announced several times (also in the V2.0 spec of 2006) that precise synchronization
using IEEE1588 time precision protocol will be added in Version 3.0.

However, in order to downplay the Powerlink versioning issue V2.0 of the specification was later
renamed in DS301 V 1.0. In Feb 2014 the 2008 version (Ds301 V1.01) of the spec is still valid,
which contains no such synchronization.
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F v 1 . ETHERNET MR il
n "3 »# Powerlink Performance (1) POWERLINK
.
ZEissslicaton Application Example:
»PROFINET ~0 Maives
+ 2 /0 Nodes
»EtherNet/IP * 400 m Cable Length
« Cycle Time: 291 ps
»CC-Link IE —
s B
»Sercos I _ o
For Comparison:
»Powerlink « Sercos Il (16 Mbaud): < 250 ps
>Modbus/TCP « EtherCAT: 17 ps.
#EtherCAT
»Summary

This performance example is taken from the Powerlink V 2.0 specification, Version 0.1.0. In this
version of the spec, the

- slave response time = 8us; master response time = 1us (!)
Tasynemax = O0US; Tsiart = 45US; Thyppeiay = 0,51S
and the resulting Cycle Time is 291 ps.

In Powerlink V 2.0 specification Version 1.0.0, this performance example is not available any more.
However, the performance examples in this version assume

- slave response time = 1us (!); master response time = 1us (!)
Tasynomax = 120432 (=152)us + maximum signal propagation; Tg, = 26US; Tyyyppejay = 0,9HS
Applying these values to the performance example shown above leads to a Cycle Time of 281 pus.

The Powerlink DS 301 V1.01 specification (which is the current one as of Feb 2014) does not
contain any performance example any more.

However, the Powerlink Spec does not demand any specific slave response time, and manuals or
data sheets of Powerlink products typically do not provide that value. Meanwhile most B&R
Powerlink products are FPGA based and thus provide a short response time — since there are few
“non-B&R” Powerlink products, such a short response time may be assumed. However, we have
seen Powerlink drives in a multivendor motion control demonstrator (equipped with a network
analyzer tool) on an EPSG booth with a response time of 10..20us.
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7 LY " .
Fi"3 »* Powerlink Performance (ll) POWERLINK
_-"--F- Jll

»Classification

Drriver

J— 33 B
~EtherNet/IP %—‘ Totsl of 500m Cable 4.:.
e | | EESSSRESR
oereeett rs‘—-;ﬁﬁf"' L L Lo L@JL@L@J

(1=
»Powerlink -J L ) i

=] [ o 1]
 ModbusITCP @@JL@L@@L@L@L@
»EtherCAT Cycle Time with 8 ps Slave Response: 2347 ps

Cycle Time with 1 ps Slave Response: 1767 us
»Summary

This performance example is referenced in the EtherCAT introductory presentation, it is
taken from the Powerlink V 2.0 specification, Version 0.1.0.

In this version of the spec, the

- slave response time = 8us; master response time = 1us (!)
TAsyncMax = QOUS; TStart = 45“8; THubDeIay = 0,5}.18

and the resulting Cycle Time is 2347 ps.

In Powerlink V 2.0 specification Version 1.0.0, this performance example is not available
any more. However, the performance examples in this version assume

- slave response time = 1us (!); master response time = 1us (!)
Tasynemax = 120432 (=152)us + maximum signal propagation; Tg,, = 26ps
THubDeIay = 0’5US

Applying these values to the performance example shown above leads to a Cycle Time of
1767 ps.

The Powerlink DS 301 V1.01 specification (which is the current one) does not contain any
performance example any more.

EtherCAT cycle time for this setup would be 276ps if one waits for the frame to return
before the next one is sent out, or 125us if one does not wait (unlike Powerlink, EtherCAT
is full-duplex)
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- ETHERNET NN
* Powerlink Performance (1) POWERLINK
S Classification Topology Dependency of Powerlink Performance
Performance Example 2 in the current Powerlink Spec
»PROFINET comes in two topology options: star and daisy chain
»EtherNet/IP
»CC-Link IE
»Sercos
= Powerlink
Star Topology, Daisy Chain Topology,
=Maodbus/TCP 53 nodes: 53 nodes:
Cycle Time 999 ps Cycle Time 1967 s
#EtherCAT
»Summary
Source: ETHERNET Powerlink VZ .0 Communacaticn Profile Specification Version 1.0.0

This performance example assumes a slave response time of 1us (!) and a master
response time of 1us (!)

With EtherCAT the topology influence on the cycle time is negligible, the cycle time
for separate 53 nodes with the same amount of data is 149us (@50% bus load).
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- ETHERNET Il op
# Powerlink Interface Costs (l) POWERLINK
=Classification * Originally, Powerlink claimed to use
.Sstandard Ethernet chips only”
~PROFINET
* But: Performance of
=EtherNet/IP Software implemented
Protocol-Stack e
»CC-Link IE unsatisfactory
»Sercos Il * Nodes need a 32 bit
CPU and infrastructure
= Powerlink
= Furthermore, Hub Chips
>Modbus/TCP became obsolete ->
ASIC or FPGA required
#EtherCAT
»Summary

This hardware block diagram was drawn by an EPSG member company
and shows the hardware effort for a Powerlink interface based on
standard chips. The discrete design of a Powerlink slave interface is not a
very cost efficient approach.
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') »* Powerlink Interface Costs (ll) POWERLINK
_-"--F--_Jf

»Classification * Since discrete Interface is

— too slow
~PROFINET — too unpredictable

— way too expensive
= EtherNet/IP ‘

il * Powerlink moved to S m
| _ FPGA implementation BRAM Sh
»CC-Link |E « s0: now HW-Situation
similar to PROFINET,

»Sercos |l SERCOS Il and EtherCAT
=Powerlink JETHEHH ET
#EtherCAT . . |
F3ummary

EPSG is now supporting different implementation possibilities — the most
cost effective is the FPGA solution. It uses the same Altera FPGA that is
used for EtherCAT as well, but requires additional 10ns 256k x 16 SRAM.

In November 2007, IXXAT, B&R + Lenze announced that the master
(managing node) is now also implemented in an FPGA.

The rationale is, according to a press statement*: “Until now on the control
side there were only solutions which had limited performance and which
were not suitable or too expensive for extremely demanding applications
such as highly dynamic motion systems, since very powerful CPUs are
used.”

* Translated from the Article “Master-FPGA fiir Powerlink”, Computer&Automation Magazine 12/2007, p.17
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POWERLINK

~Classification Version Feature Availability
Powerlink |+ Protected mode only Available by B&R only
~PROFINET Version1 | . Half Duplex Polling (Hubs)
Powerlink | »+ Network Management Spec: 2003
» EtherNet/|P Version 2 * New Frame Structure * Devices Shipping:
* MAC-Addressing 2007
#CC-Link IE + Asynchronous Channel
+ TCP/IP Support
»Sercos |l + Bridge / Router Support
« Profile Support (CANopen)
~Powerlink Powerlink |- New protocol principle: Burst | Announced 2006
Version 3 Palling First outline 2009
=Modbus/TCP * Switched Gbit Ethernet Based | spec: 777
+ |EEE1588 synchronization « Devices Shipping: 7?7
#EtherCAT Powerlink |+ Poll Response Chaining Spec: 2012
Version4 | . still half duplex, 100 Mbit/s + Devices Shipping
»Summary (B&R)

Powerlink Version 1 products are available from B&R only.

Powerlink Version 2: Lenze Drives (founding member of Ethernet
Powerlink Standardization Group and driving force behind V2) started
shipping first Powerlink Products End of 2006. Lenze has meanwhile
moved to EtherCAT as system bus (Powerlink may remain in use for
applications in which there is no controller, just networked drives)

Powerlink Version 3 (Gigabit Powerlink) was announced in November
2006. Lenze is not contributing to Powerlink V3, which seems to be B&R
driven. In 2009 B&R published an article describing the functional principle
(see next slides) and announced products for 2011. As of February 2014,
no Gigabit Powerlink specification has been published (neither within
EPSG nor externally), and the most recent publication mentioning Gigabit
Powerlink on the EPSG Website is from 2008.

In 2012 the Powerlink Version 4 (PollIResponse Chaining) was published.
EPSG will not consider this a new version, but since the entire
communication mechanism is changed dramatically it should be

considered to be one.
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“BP" > Powerlink V3: Gigabit Powerlink (I) POWERLINK
L]

~Classification  « |n November 2006, EPSG announced the next version of the
technology: Gigabit Powerlink
* Initially EPSG publications suggested that they would not risk
another version issue and move the existing technology to
Gigabit Ethernet
#CC-Link IE « However, in 2/2009 B&R published the new functional
principle of Powerlink V3 (Gigabit Powerlink):

~PROFINET

=EtherNet/IP

~Sercos |l + Switches instead of Hubs

* New Process Data Protocol Principle:
Poll Request Bursting

#Modbus/TCP » New Asynchronous Protocol Handling
« Synchronization with IEEE 1588

« As of February 2014, there is no Gigabit Powerlink Spec
»Summary available.

=Powerlink

=EtherCAT

In November 2006, EPSG announced Gbit Powerlink as a simple
hardware modification (Quote from Powerlink “Facts” 1/2007:
‘“POWERLINK users can easily boost network performance by a factor of
10. Changing the hardware platform to include 1 Gigabit hardware instead
of 100 Mbit components is all any developer must do, resulting only in a
somewhat different list of components to be fitted onto an otherwise
identical PCB.”)

However, this approach was later abandoned: Doing the math's shows
that the performance gain would have been minimal. Depending on the
configuration, a factor of 1.38...2 was to be expected, since most of the
Powerlink cycle time is made up by stack delays which are not influenced
by bandwidth increase. Furthermore, moving on to switches increases the
forwarding delay within the infrastructure substantially, which would have
over-compensated the bandwidth increase.

So in 2/2009 it was announced that Powerlink V3 will be based on a new
functional principle (see next slide).

Many device vendors postponed their Powerlink implementation plans
since V2 was already outdated in 2006/2007, and Gigabit Powerlink not
yet specified.
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# Powerlink V3: Gigabit Powerlink (Il) POWERLINK

#Classification Powerlink V2: Polling (Half Duplex)

=PROFINET m E EI EI E 100 MBitls

P Plas PRes
»EtherNet/IP E] I.Q 5 |

»CC-Link IE Powerlink V3: Burst Polling (Full Duplex)

»Sercos Il e [3) [&° .

FSercos s [52] | & ﬁ 1GBis
Pﬁ.ull PRea| PRes ASrd

+Powerlink ‘ sl lls =

* In Powerlink V3 all Poll Requests will be sent immediately (Burst)

»Modbus/TCP

» The slave devices will answer as quickly as possible - collisions
+EtherCAT are avoided by the switches, who sort the responses in queues.

= The asynchronous bandwidth will be allocated with the help of the
=Summary Start of Cycle frame - the Start of Asynchronous Frame is omitted.

As with the change from Powerlink V1 to V2, the announced version V3 will change both
the protocol and the cyclic behavior of the network. Hence downwards compatibility
cannot be expected.

Hubs will be replaced by switches, and instead of individual polling a “burst polling”
approach will be introduced.

The “Start of Asynchronous” Frame will be abandoned, its functionality will be included in
the “Start of Protocol” (SoP) Frame, which replaces the “Start of Cycle” frame of Powerlink
V2. A node that wants to send an asynchronous frame informs the master by flagging this
in its poll response frame. With the next SoP frame the master then allows the node to
send such a frame. Other than with Powerlink V2, asynchronous frames are thus
postponed to the next cycle.

The “poll response” frames are going to be sent with broadcast MAC addresses —this
preserves the slave-to-slave communication but puts substantial load on all devices,
which have to filter all poll responses. Furthermore, this means that for half of the traffic
the switches sacrifice their routing capabilities and become “slower hubs”.

For synchronization with IEEE 1588, the sync frame of the 1588 protocol is included in the
SoP frame. All switches have to support the IEEE 1588 peer-to-peer, one-step transparent
clocks in hardware. Thus special switches are required.

The shortest cycle time is either determined by the sum of frames sent by the master, or
by the sum of frames sent by the slaves, or by response time and the overall propagation
delay of the farthest slave device (including the switch delays). It is thus still difficult to
predict and influenced by protocol stack performances, topology and the performance of
the infrastructure components.
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’?‘,r r- Powerlink V3: Gigabit Powerlink (Ill) POWERLINK

»Classification « Would have been another incompatible Powerlink Version

» Resulting Cycle Time difficult to determine - depends on topology,
~PROFINET switch performance and slave implementation

» Synchronization requires Switches with IEEE1588 Support
~EtherNet/IP R _

+ Gigabit issues remain:
=CC-Link IE + B instead of 4 Wires (Field Mounting?)

+ Power consumplion significantly higher (FHY + MAC)

=Sercos |l « Hardly any experience with Gbit inside machine control environments

* First products originally announced by B&R for 2011, but as of
=Powerlink February 2014, no products have been shown.
=Modbus/TCP
#EtherCAT
»Summary

According to a B&R customer presentation (July 2008), the R&D phase for
Powerlink V3 (Gigabit Powerlink) products is scheduled for 2009/2010,
and first products are planned for 2011. However, since the B&R
Powerlink Day in May 2011, Gigabit Powerlink was not even mentioned
any more.

So meanwhile many people assume that Gigabit Powerlink died before it
was really born....

By the way: the functional principle of Gigabit Powerlink was introduced in
2001 by Beckhoff (,RT-Ethernet” — a predecessor of EtherCAT)
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» Classification » EPSG originally hosted by Institute of Embedded Systems, Zurich
University Winterthur {Switzerland)
»PROFINET = In 2Uﬂ§. EPSG Dﬁ_‘lce moved to JETHEHH ET
marketing agency in Aachen, Germany 0
= EtherNet/IP *In zm?‘_ EPSG Dfﬁ{_;e mm:'ed D ETHERNET Ml ol Wi
advertising agency in Berlin, Germany POWERLINK
»CC-Link IE = 2007: New Logo and CI
* Recent Membership 74
Development: from 2
Regec 69 members in 52006 to
_ - 71 members in 11/2006to
>Pawerlink 71 members in 412007 to
65 members in 11/2007* EPSG
»Maodbus/TCP 64 Membership
62 Development
5 B0
~EtherCAT hiai 08 Aug D8 MovDE FebOT Mai0T AugOT MovO7
F3ummary * Source: Powerlink Facts MayNow 2008/AprMNay 2007, published by EPSG, EPSG wabsite

Ethernet Powerlink Standardization Group is managed and hosted by an
advertising agency. Technical and implementation support is available by
the advertising agency and by technology providers, who charge for these
services.

Obviously membership figures of EPSG and ETG cannot be compared
directly: EPSG charges between 500€ and 5000€ per annum for
membership, while e.g. ETG has adopted the philosophy that charging for
access to a technology is not a sign of openness.

Therefore in small print: (Between 5/2006 and 11/2007, ETG grew from 315 to 634
members, exceeding 2600 members in Jan 2014).

The figures discussed above were taken from the EPSG publication
“Powerlink Facts”, which was published until 2010 and is available for
download from the EPSG website. Until end of 2007, there all members
were listed; the June 2008 and all later editions do not list members any
more.

Please note that EPSG typically uses the term “members, supporters and
users” when referring to membership levels, and accumulates those to
over 400" (as of 5/2007). As of 02/2014, the website lists 170 “members
and users”.

* The EPSG website e.qg. lists Tetra Pak in the members and users list. According to a Tetra Pak R&D
manager, they used Powerlink in one R&D project which was later cancelled, never delivered a Powerlink
equipped system and also terminated their EPSG membership.
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'y‘ fwr"r* Ethernet Powerlink Adoption Rate  POWERLINK
o

»Classification « As of Feb 2014,
Ethernet Powerlink

Standardization Group

=ERORINET (EPSG) website 4
online product guide R "

~EtherNetIP contains 95 entries.

»CC-Link IE
» Altogether the product guide lists 8 vendors of Powerlink drives, 5

»Sercos Il vendors of Powerlink /O, and 3 vendors of Powerlink masters.

~Powerlink

~Modbus/TCP

#EtherCAT

»Summary

95 entries, out of which 32 are tools and services.

Third party (“non-B&R”) Powerlink products are typically complementary to
the B&R products — so for B&Rs own products there are few third party
alternatives available, if at all.

For many of the complementary products B&R either implemented the
Powerlink interface or paid for the implementation.

3 master vendors: besides B&R, the product guide lists Baldor Motion and
IXXAT. Baldor Motion was acquired by ABB in 2011, and ABBs motion
system bus is EtherCAT — it looks like Powerlink is being phased out (no
new Powerlink products since the acquisition, but several EtherCAT
products). For IXXAT, a PCl interface card and the “Econ 100” embedded
Controller are listed: as of Feb 2014, the IXXAT website advertises the
Econ 100 with EtherCAT, only: http://www.ixxat.com/embedded-
controller_en.html.
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P =+ Future of EPSG?

Powerlink Future beyond B&R looks uncertain:
= Lenze, driving force behind Powerlink V2, moved to

»Classification

»PROFINET EtherCAT as system bus
» Eckelmann, one of the few remaining master vendors for
»EtherNet/IP Powerlink (besides B&R), also moved on to EtherCAT
+ Baldor was acquired by ABB; ABB's motion bus is EtherCAT
»CC-Link IE + Slow adoption rate outside the B&R customer base
« Wago, supplier of Powerlink IO modules, decided to
=Sercos |l — discontinue its Powerlink products and
— quit Ethernet Powerlink Standardization Group
=Powerlink :
WA—E‘E‘H II:-.IIl.l:‘:qllr:.l.ll.l:ll.h .lIFIH'IH-I||-lrI
»Modbus/TCP ETHERMET Powiet ik
Crirvind Eemi-Ho,  Descigmien
rEIhEI‘CﬁT w::} T50-350 ELI'E:EI Powitlind Fisbilbis

WAGO-WD-SYETEM 152 I:::"ql LLgigtal and analog
o WAGO-IO-EYETEM 153 B ot el anvaikahilet
»Summary

The Wago Powerlink Bus Coupler was featured in the “product news”
section of the “Powerlink Facts” brochure 1/2006 (May 2006), 2/2006 (Nov
2006) and 1/2007 (April 2007).

For many of the few new Powerlink Products introduced since 2007, B&R
either implemented the Powerlink interface or paid for the implementation.

At SPS/IPC/Drives Show in November 2009, B&R introduced EtherCAT
products.

At SPS/IPC/Drives Show in November 2013, ABB/Baldors booth did not
show any Powerlink products any more.

http://www.eckelmann.de/nc/en/presse/latest/detail/date/2013/04/09/eexc-66-mit-ethercatR

http://www.baldormotion.com/pdf/ABB%20literature/16124%20Motion_control_brochure_3AUA000
0068580_RevD.pdf
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'x ‘p ) »# Powerlink Safety: History POWERL ﬁk

« Development of Powerlink Safety was started in 2003
= In 2004 EPSG denied to make available the Powerlink Safety

»Classification

»PROFINET Protocol for other Ethernet Technologies

» Availability of Powerlink Safety Products was announced in 2007
»EtherNet/IP « First Certified Powerlink Safety Products by B&R in 2009

» IXXAT/B&R publish BSD-licensed Powerlink Safety stack in 2009
»CC-Link IE — IXXAT offers technical support within the scope of an extra

charged maintenance contract

»Sercos Il

* In April 2010, EPSG turns Powerlink Safety into “openSAFETY™,
#Powerlink claiming it to be “The first open and bus-independent safety

standard for all Industrial Ethernet solutions”.

>Modbus/TCP open 1 mil
~EtherCAT SAF ETY
»Summary

* In 2004 IAONA asked EPSG to make available Powerlink Safety for
other Ethernet Technologies; this was turned down by EPSG.

* Also in 2004, innotec GmbH (a German Safety Consultancy company)
filed several patents regarding Powerlink Safety / openSAFETY. These
were granted in 2006.

It is unclear how a license is granted for the usage of the technology

» Since the BSD-licensed safety stack needs to be modified for
integration, the certification has to be started from scratch.

+ E.g. CRC calculation routines are not part of the code
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_;p‘)" * Powerlink Safety / openSAFETY PpPOWERLINK
L4
% Classification » Announcement of Powerlink Safety (openSAFETY) in 04/2010 as
Safety Protocol for EtherNet/IP and SERCOS-|| takes ODVA and
Sercos International by surprise:
~PROFINET
— Neither Sercos International nor ODVA have authorized the
T —— use of their intellectual property in conjunction with openSafety
-~ FNE
»CC-Link IE » Tunneling of Powerlink Safety via other communication protocols
is defined on asynchronous services
5 Sarcos il — Limited real-time capabilities require large time-out values
> Powerlink + In fact, Powerlink Safety has substantial
technical limitations which make the
. protocol not suitable to be used
guis o dion independent of the underlying
communication system
#EtherCAT
»Summary

Statement* of Katherine Voss, Executive Director ODVA: “ODVA and Sercos
International are cooperating on the adaptation of CIP Safety to their respective industrial
Ethernet networks, EtherNet/IP and Sercos Ill. At this time, ODVA does not have a similar
cooperation arrangement with any other organization. ... CIP Safety on EtherNet/IP is
the only network configuration for functional safety that is authorized by ODVA to run on
EtherNet/IP. *

Statement* of Peter Lutz, Managing Director Sercos International: “we were
surprised by the unauthorized usage of our registered Sercos trademark in publications
and displays on the Ethernet Powerlink Standardization Group (EPSG) booth at
Hannover fair. This might imply that the announced concept and the combination of
"openSafety" (Powerlink Safety) and Sercos Il is approved and supported by Sercos
International. We would like to clearly state that no discussions have been held and that
no formal agreements are in place between SERCOS International (SI) and either EPSG
or B&R. ... The introduction of an additional — incompatible — safety protocol is not
helpful as the complexity for manufacturers and users is significantly increased and the
acceptance is diminished to the same degree.”

In Nov 2010, EPSG announced an openSAFETY solution for PROFINET.

Technical limitations are described on the next slides.

# Statements quoted from: Industrial Ethernet Book Issue 58
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Powerlink Safety / openSAFETY  POWERLINK

#Classification = According to the Powerlink Safety Standard®, the safety
protocol is limited when using a black channel
»>PROFINET with the claimed Bit Error Probability Pe < 102

« the permissible payload data range is 9-25 Bytes
(which leads to a minimum safety container of 31 Bytes)

»EtherNet/IP : ; )
= Maximum number of allowed subscriber per connection
»CC-Link IE (sl 59
»Sercos |l + Or, in other words, communicating a single safety bit
(such as the input of a safety light curtain) via Black Channel
; ) requires a 31 (!) Byte Protocol to be sent and processed
#Powerlink
»Modbus/TCP * The rels.ulting Iimitaticms are c_:bvir::us: querlink Safety needs
bandwidth, requires substantial processing power and cannot
be transferred over classical fieldbus systems such as CAN
> EtherCAT e bus systems s c
»Summary

* IEC §1784-3-13 Ed. 2.0, A3.2 “Constraints”

Powerlink Safety, as do most safety protocols, uses the “black channel
approach”, which means that the transporting communication channel
does not have to be included in the safety considerations. The “black
channel approach” is the pre-requisite for bus independence of the safety
technology.

However, with Powerlink Safety the black channel approach is only valid
within the constraints listed above which lead to a minimum safety
container of 31 Bytes.

For comparison: the minimum safety container of Safety over EtherCAT
(FSoE) is 6 bytes (for 1 Byte payload), thus FSoE is suitable e.g. for CAN
as well.
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Powerlink Safety / openSAFETY POWERLINK
o a > i
= Classification I IQOITOIOOIOICOOT QOIICOIIIGOIOOIO
IOOITGIOIGOIIOIO QIOIOIOOICIOOOIO
»PROFINET 0I0II000I0I00I0I | | OIIOIOTOI000IOII
QOIOITIIOQOICIOOT
. COO0OCIIITOIOGITIIO0
A2 L _J T00I00IIITO0IIOT
] _ ITITICOIIIGIIIIO0
»CC-Link IE 00II00III00I00IO0
QIOIOIOOIOIGOOIO
=Sercos Il OITOIGIOIOOOIOIT
IO0O0O0IOOITIIGIOIO
=Powerlink CIOGIOIOOIOIOTOO0
IOIOIOIOIOITITIOIO
» Modbus/TCP I100001000000100
QO00IOIOOIOIIOIONT
»EtherCAT “‘EIMMMQ_ — J L=
Safety Input Safety Input in minimum  Safety Input in minimum
o openSAFETY Safety over EtherCAT
»Summary :
container container

A Safety Input device often has only a few Bit of SafeData. For a safe light
curtain for example only 1 Bit SafeData can be sufficient.

Container length for 1 Bit SafeData
Powerlink Safety: 31 Bytes
Safety over EtherCAT: 6 Byte
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Powerlink Safety / openSAFETY  POWERLINK

#Classification * From |IEC 61784-3-13 Ed.2, A.4.2 Constraints (Powerlink Safety):
“AN calculations and conclusions in A.4 are valid only if following
constraints are fulfilled:

- CPF 13 is used exclusively o fransport the safety messages,
- the bit error probability is 10

»EtherNet/IP - the SPDU shall not be fragmented for transportation

- the message rate is limited fo 10 000 messages per second, and

- the permissible payload data range is 1-254 ocfels.”

#PROFINET

»CC-Link IE
»Sercos |l = It says, that for safety payload data from 1-254 Byte the Black
Channel has to be seen as a ,Grey" Channel
>Powerlink —a minimum quality of the communication layer (Pe £ 107) has
to be ensured

»Modbus/TCP — Certain Imediai such as wireless connections, or systems
supporting small amount of data payload only, such as CAN,
cannot be used

The user has to guarantee that the entire equipment in the system
meets the requirements!
This limits the usage of Powerlink Safety (CPF 13) to Powerlink

#EtherCAT

»Summary

Powerlink Safety requires a proven communication channel for safety
payload data 1..8, 26...254 Byte.

Bit Error Probability P, < 10-3 can be assumed for 100BASE-TX Ethernet-
based Powerlink based communication,...

... but the Black channel may also consist of
- internal backbone communication,
- other physical layers for Ethernet,
- infrastructure devices like switches or gateway devices,

- Routing of safety containers via software within the standard
master or infrastructure devices (switches, router)

With Powerlink Safety the user has to ensure that the ,Grey“ Channel
does not exceed these limitations and in fact is a Black Channel.

For any other equipment in the system, next to the Powerlink
communication, this assumption has to be approved!

As of now we are not aware of any standard covering non-Powerlink
based openSafety.
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»Classification

=PROFINET

=EtherNet/IP

»CC-Link IE

~Sercos |l
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© EtherCAT Technology Group

=Powerlink

#Modbus/TCP

=EtherCAT

#Summary

Comparison of Safety Container size

The range of
SafeData typically is
between 1 and 4 Byte
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The typical number of safety payload data per connection is small, e.g. in
the range of 1...4 Bytes.

With 2 Byte of SafeData for example

- a 16 channel Safety Input device can be handled or

- 16 different drive integrated safety functions can be activated
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. ETHERNET Ml o) Sm i
Powerlink Safety / openSAFETY POWERLINK
= Classification « |[EC 61784-3 maintenance cycle was started in 2012
Release of edition 3 is expected end of 2015
>PROFINET = In this process substantial changes were introduced for FSCP 13
= openSAFETY:
=EtherNet/IP » The CRC polynomial of the basic safety frame from
9 bytes SafeData has been changed.
»CC-Link IE + Usage of FSCP 13 on a black channel with no limitations
(Pe = 10) is not allowed any more.
»Sercos i + Maximum length of safety container 240 instead of 254.
=Powerlink * It is unclear how to handle these incompatible changes:
» Which version of openSAFTY should be implemented?
~Modbus/TCP + How to proceed with existing devices?
#EtherCAT
»Summary

Incompatible changes for openSAFETY have been introduced for the next
edition of IEC 61784-3-13.
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ETHERNET MSN ol

"’( f@’}r‘ Powerlink Safety / openSAFETY POWERL ﬁk

»Classification * In "Powerlink Facts" 01/10 EPSG
compares openSAFETY with

. Safety over EtherCAT and
PROFINET

< concludes that openSAFETY

» EtherNet/IP A ST,

»CC-Link IE This comparison is misleading, since

= In most safety architectures the
safe PLC is not bypassed (as shown in the openSAFETY

=Sercos Il
example)
; ; = If such an architecture is chosen, the network management
~Powerlink , : . :
configuration effort and the resulting traffic is enormous, since
| the actuators and the safe PLC have to independently
#Modbus/TCP

monitor all safety communication links with cyclic frames

: = The safety stack performance (31 byte minimum container
»EtherCAT size!) is not taken into account

= EtherCAT cycles are much faster than Powerlink cycles

>3ummary + Last but not least: decentralized safe PLC is optional

Multicast messaging increases the complexity of device implementation and of
configuration effort.

Time synchronization in Powerlink Safety:

In order to avoid a delay of data the Consumer must query all connected Producer for
their relative time. That means each Producer/Consumer connection needs a
bidirectional communication channel on the underlying fieldbus to synchronize the time
information.

Configuration effort:

Within a Producer/Consumer network such as Powerlink the number of communication
relations is a multiplication of the number of Producer (n) and the number of Consumer
(m). In a Master/Slave network such as EtherCAT the number is a summation.

Example: 10 Emergency stop buttons acting on 10 drives
Powerlink Safety 10 * 10 = 100 communication relations
Safety over EtherCAT 10 + 10 = 20 communication relations

Complexity of each device:

For Powerlink Safety each Consumer device (e.g. Safety related Drive) must provide
several safe connections if it supports several Producer Inputs. The Input information
must be combined within the device (Safe Logic functionality).

With Safety over EtherCAT a single connection per FSoE Slave device to the FSoE
Master is sufficient. The logical combination of Safety Inputs is done in the FSoE
Master device.
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ETHERNET MSN ol

openSAFETY adoption rate POWERL ﬁk

~Classification * The product guide on the Powerlink open nma
Website contains no safety products SAFETY
*PROFINET * There is no product guide on the
dedicated openSafety website
=EtherNet/|P » The B&R website shows a number of
Powerlink based safety products
»CC-Link IE + In 12/2011 B&R announced a

safety controller with
“‘openSafety over PROFINET"

= As of 2/2014 no such product
can be found on the B&R website

»Sercos I

~Powerlink

> Modbus/TCP + 4 years after launching openSafety no
“non-Powerlink™ openSafety products could be found.

#EtherCAT

»Summary

Safety rated products have to be certified by a “notified body” (such as
e.g. TOV). For the safety certificate not only the safety layer has to be
tested, but also the (non-safe) communication protocol layer: the notified
bodies request a conformance certificate for this layer as well.

However, we are not aware of any fieldbus organization with an own
(native) safety protocol, that would be prepared to issue a protocol
conformance certificate for a safety device that uses an alien (non-native)
safety protocol layer.

In 2011 EPSG and published press releases with suggested that Nestlé
selected openSafety as their safety standard (quote: “Nestlé chooses
openSAFETY as the safety standard for packaging machines”). According
to Nestlé, this is not the case. Nestlé is in favor of an open safety
standard, but did not select the openSafety protocol.

Contact | Loan D ETHERNETINE -0 B0l

POWERLINK

R Standardization Group
THE POWER OF

r;ErNrﬁ.lEGiC:*iS-‘h - C—‘ ‘ \ - ‘\\l

POWERLINK HEWS & EVENTS ORGANEZATION

WEWS & EVENTS NEWS

Hews 23,06.2011 | Age: 3 yrs
Mestlé chooses openSAFETY as the safety standard for packaging
machines
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o s FARYL . - ETHERNET IR N
‘ _,@;}l’* * Powerlink Summary POWERLINK
5 Classification - Based on (outdated) half duplex Hub technology
» Polling over Ethernet — latest version: Polling/timeslicing.
»PROFINET * All Frames are broadcasted
» Performance difficult to predict: depends on selected
»EtherNet/IP devices and on topology.
» Requires protected network segment
»CC-Link IE = Requires substantial processing power (master + slave) or
implementation in hardware (e.g. FPGA)
»Sercos Il * Limited no. of nodes can be connected in line topology
» Requires Master with dedicated Communication processor:
#Powerlink no Commercially of the Shelf (COTS) Network interface
card (NIC)
»Modbus/TCP « Versions are not downwards compatible
« Safety protocol promoted as ,fieldbus independent®, but no
#EtherCAT visible adoption beyond Powerlink.
»Summary

Due to the polling principle, the master has to wait for the response of
each slave before he can send the next request — or has to wait for the
timeout.

The response time of each slave device depends
* on its individual implementation:

- if implemented with standard components: processor
performance, software stack implementation quality, varying local
CPU load due to application etc.

- or: implemented with FPGAs
+ and on the topology (hnumber and performance of the hubs in between).

Thus it is difficult to determine the performance of the network without
measuring it.

Performance limitations require complex bandwidth optimization in more
demanding applications.
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fwrﬂ- Modbus/TCP: Overview

»Classification « Schneider Electric Approach: serial Modbus on TCP/IP A

| » Follows Approach A
»PROFINET « Few Services,

simple to

" Request from Client
EtherMet/IP . Eiharnat Headar
implement Ethernet Header P Header

- : IP Header TCP Header
»=CC-Link IE W!dEIy used TCP Haadar Transaction 1D

. Many Products Transaction ID Pratocal ID
»Sercos i available Erace 0 =

eng nit

* Non-Real-Time Unit ID Modbus fet code

~Powerlink Approach. Modbus fet code
Data

| (]
»Modbus/TCP i

Response from Server

=EtherCAT

»Summary

Modbus/TCP is very widely used, since it is simple to implement.

Non-real-time approach: Due to its operating principle, Modbus/TCP
cannot guarantee delivery times or cycle times or provide precise
synchronization. Strongly depending on the stack implementation,
response times of a few milliseconds can be achieved, which may be
sufficient for certain applications.

Apart from the basic data exchange mechanisms, there is hardly any
additional feature. Network management, device profiles, etc. have to be
handled by the application program, the network layer does not provide
solutions.
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ﬁrwf?' Modbus/TCP: Functional Principle o
]

#Classification * Polling
« Each Request/Response reiy
»PROFINET Cycle passes TCP/IP lodbis]
Stack 4 Times TCFFI
. = : ]
AZl U « plus Switch Delays il
»CC-Link IE * Depending on Cl_sent, Poll
Request can be issued
5 Sarcos il before the corresponding
response has returned.
Server
= Powerlink
»Modbus/TCP -
Sarver -
#EtherCAT
i Sarver
Server
#Summary

Modbus/TCP client/master implementations can either wait for each
response to return before the next request is issued, or send several
requests at once in order to allow for parallel processing in the
server/slave devices. In the later case the overall performance is
improved.

Since the performance is primarily determined by the stack performances,
it very much depends on the implementation of the client (master) and
server (slave) devices — which is difficult to assess.

If a client is implemented on a standard socket interface of a Windows
OS, typical response times (per server) are in the order of 10-20ms with a
worst case (e.g. moving a Window) of well over 250ms (We have tested
this. The reason is that the OS processes the TCP/IP stack with low
priority). Of course it is possible to implement a client/master with an
RTOS and/or using a dedicated communication CPU and achieve better
results.

A server/slave device with sufficient processing power and an optimized
(=functionally reduced) TCP/IP stack may typically reply within 1-4 ms
(and in worst case, depending on the load, within 10-15ms). Standard
TCP/IP stacks on uC may have typical response times of >5ms.

Critical can be the retry times of the TCP/IP stacks — in case a frame was
lost. These retry times can be in the order of seconds — and typically are
not user definable nor mentioned in the product manuals.
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m w S = Modbus/TCP: Future? #WVicdbus
»Classification = In April 2007, Schneider Electric joined ODVA as principal
member and announced EtherNet/IP products for 2008.
»PROFINET ) i
» ODVA announced ,to provide compatibility of
. Modbus®/TCP devices with networks built on CIF”
=EtherNet/IP
* A “Modbus Integration SIG" was established to specify the
»CC-Link IE “CIP to Modbus Translator”
o * Modbus Translation Services for Modbus TCP devices
were added to the CIP Specifications in Nov 2007
~Powerlink
»Modbus/TCP
* Future of Modbus/TCP looks uncertain, since driving force
#EtherCAT seems to walk away
»Summary

Schneider replaced one non-real-time protocol by another one.

Details regarding the integration of Modbus TCP into CIP can be found
here:

http://www.modbus.org/docs/CIP%20Modbus%20Integration%20Hanover%20Fair_0408.pdf

Modbus/TCP will certainly not vanish any time soon, but this move of
Schneider suggests that there will not be any further enhancements of the
protocol.

The most recent Modbus Application Protocol Specification V1.1b3 (April
2012) is a slightly reformatted update of the previous version (V1.1, June
2004). It corrected some acronym misnomers, contains some
clarifications, and replaces the traditional master/slave language with the
client/server construct. With regards to Modbus/TCP it refers to the
MODBUS MESSAGING ON TCP/IP IMPLEMENTATION GUIDE V1.0b of
October 2006.

By the way: in 2009 the former “Modbus-IDA” organization (IDA meaning Interface for Distributed
Automation) changed its name (and logo) to Modbus, and the web-address to www.modbus.org.
www.modbus-ida.org was abandoned and is how used by a whirlpool company.
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Wy 7 . —-=
‘ ™) w# EtherCAT Overview EtherCAT.
»Classification « EtherCAT is: C |
— Industrial Ethernet down to the 1/O Level '
~PROFINET — Flexible Wiring and simple Configuration
_ — lower cost
= EtherNet/IP — well proven
S EOAE — an open technology
~ =L}
+ Key Principle: Frame Processing on the Fly
5 Sarcos il « Master uses Standard Ethernet Controllers
~Powerlink
}MDdbUSfTCP .illirliibllill
~EtherCAT
»Summary

The Slave implementation of EtherCAT is a class C approach: the
.processing on the fly“ technology requires dedicated slave controllers.

The EtherCAT Slave Controllers can be implemented as FPGA, ASIC or
with standard pController with EtherCAT Slave Controller interface option
— all solutions meet or undercut the cost levels of the other technologies
discussed in this presentation. It is not required to buy an ASIC, and there
are a variety of sources for EtherCAT Slave Controllers.

On the master side, EtherCAT does not require a dedicated master card:
any standard Ethernet Controller is sufficient, the master functionality is
implemented in software running on the host CPU that also runs the
application program. It was found that the master code adds less load on
the host CPU than servicing the DPRAM of an intelligent plug in card.
There is a wide range of master stacks available.
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E——
# EtherCAT: Ethernet “on the Fly* EtherCAT.
»Classification Minimal protocol overhead via implicit addressing
Master 1] 111 n 1] n
~PROFINET _ . ! s = i il
O l : | - | S | - |
»EtherNet/IP i T 1 I L N I
LI &l i} [
»CC-Link IE —3
Etharnat Hudl-r{m r'.. 1§ NC Data cre
=Sercos Il
+ Optimized telegram structure for decentralized 1/O
> Powerlink « Communication completely in hardware: maximum
performance
»Modbus/TCP * no switches needed if only EtherCAT devices in the
network
»EtherCAT « Qutstanding diagnostic features
« Ethernet-compatibility maintained
»Summary

EtherCAT is very effective even with small amounts of data per slave
device, since it is not necessary to send an individual Ethernet frame for
each data unit.

Since process data communication is handled completely in hardware
(EtherCAT Slave Controller), the network performance does not depend
on the uC performance of the slave devices — and is thus predictable.

Switches are not necessary and thus optional. Hence there are no costs
related to switches, their power supply, mounting, wiring, configuration and
SO on.

Since the CRC is checked by each device - regardless if the frame is
intended for this node — bit errors are not only detected immediately, but
can be also located exactly by checking the error counters.

The EtherCAT approach is Ethernet compatible: in the master
commercially off the shelf Ethernet MACs are sufficient, since only
standard Ethernet frames are used.
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O S '.'.I i “_
y _,_g;jr*- EtherCAT Performance Example  EtherCAT.

« 40 Axis (each 20 Byte Input- and Output-Data)
« 50 /O Station with a total of 560 EtherCAT Bus Terminals

»Classification

»PROFINET + 2000 Digital + 200 Analog I/O, Bus Length 500 m
* Performance EtherCAT: Cycle Time 276ps
»EtherNet/IP at 44% Bus Load, Telegram Length 122ps

* For comparison:
Sercos Il 479 ps, PROFINET IRT 763 ps, Powerlink V2 2347us, PROFINET RT

»CC-Link IE 6365 s
| A 1] | | I
—= ] i
=Sercos EtharCAT T— in spite of this cycle time still 56%
| bandwidth remaining, e.g. for TCP/IP
) Sercos il T T :
~Powerlink
Profinet IRT
#Modbus/TCP
Powerlink
#EtherCAT Profinet VO
] 1000 2000 3000 4000 5000 5000 7000
»Summary

The cycle time figures of the competing technologies were determined as
follows:

PROFINET: Computations based on the specification (done by a well
known PROFINET expert). The configurable cycle time for this example
would be 1ms (IRT) resp. 8ms (RT).

Powerlink: see Powerlink section of this presentation. With Powerlink at
this cycle time there is no remaining bandwidth for asynchronous
communication.

For EtherCAT the Update Time (276 us) is given: after this period of time
all output data and all input data was transferred from or to the master —
an entire cycle was finished. The telegram time is only 122us — thus one
could communicate even faster (e.g. new data every 125us).
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‘ ‘p\ | ## EtherCAT Synchronization EtherCAT. ™

»Classification Precise Synchronization (<< 1 ps!) by exact

»PROFINET adjustment of distributed clocks.
Advantage: Accuracy does not depend on master precision, small
» EtherNet/IP communication jitter and thus implementation in software only is

acceptable and does not deteriorate synchronization

»CC-Link |E OLINGC)
»Sercos Il E EBHHHHE]E&MHHHHEB Hif

i i
—_
»Powerlink R
=Modbus/TCP
~EtherCAT ? ? ? i ? -
FSummary

Since EtherCAT used precisely adjusted distributed clocks (a feature of
the EtherCAT Slave Controller chips), the communication cycle itself does
not have to be absolutely equidistant — a small jitter is allowed. Therefore
EtherCAT masters do not need a special hardware (like a communication
co-processor) and can be implemented in software, only — all that is
needed is an Ethernet MAC, like the one that comes with most PC
motherboards anyhow.

Measurements showed a synchronization accuracy of ~20ns with 300
distributed nodes and 120m (350 ft) cable length. Since the maximum jitter
depends on many boundary conditions (e.g. no. of nodes, network length,
temperature changes etc.), its value is given conservatively with << 1us.
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E——
# EtherCAT is Industrial Ethernet EtherCAT. ™
»Classification « EtherCAT: only Standard Ethernet Frames (IEEE 802.3)
« Master: Ethernet MAC without co-processor or special HW
ZERORINET « Fully transparent for other Ethernet protocols
»Eth « Internet Technologies (TCP/IP, FTP, Web server etc.) without
= EtherNet/IP e ; Tk .
restricting the real time capabilities, even with 100ps cycle
S ECARLE time — no large time gaps for rare traffic needed
+ Full Tool-Access to devices at real time operation —
»Sarcos il with and without TCP/IP
= Powerlink 48 Bit 48 Bit 16 Bit 16 Bit 32 Bit
Destination Source EtherType| Header | ... CRC I
=Modbus/TCP Embedded in Standard Ethemnet .-~ = — =
Frame, EtherType 0xB8A4 .- [__1..n EtherCAT Datagrams |
~EtherCAT 11 Bit 180t 4 Bit °
Length Res. Type
»Summary —

EtherCAT used only standard frames. Any other Ethernet Protocols are
tunneled fully transparently — EtherCAT thus uses a method that is
common with Ethernet itself and with many Internet technologies: every
modem tunnels Ethernet frames as does WLAN, VPN uses this approach
as well as TCP/IP itself.

By using this approach EtherCAT can transport any Ethernet protocol (not
only TCP/IP) at shortest cycle times (even if they are shorter than the
longest possible Ethernet frame).

In addition, it is not necessary to keep a large gap in the data stream — like
most other approaches have to.

The protocol used is named “Ethernet over EtherCAT”.

Many EtherCAT masters support tool access from outside: a tool can
communicate via Ethernet e.g. by TCP/IP or UDP/IP with the master, who
inserts this data into the EtherCAT communication in such a way, that a
fully transparent access to EtherCAT devices is possible without restricting
the real time capabilities.
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¢ EtherCAT is Industrial Ethernet EtherCAT.

»Classification « Connection to any Ethernet device via Switchport
* Access to web server with standard browser

~PROFINET « Switchport can be implemented as device feature, seperate
device or software functionality in master

~EtherNet/IP « Switchport allows for hard real time capability with parallel
Ethernet communication of any kind

»CC-Link IE

~Sercos Il B,

~Powerlink o

#Modbus/TCP . S

#EtherCAT

»Summary

The “tunnel entrance” (Switchport) for any Ethernet protocol can be
implemented in a variety of ways: as separate device, as feature of a
slave device or as software feature of the EtherCAT master.
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# EtherCAT: Most flexible Topology EtherCAT.™

~Classification * Flexible tree structures — arbitrarily extendable
= Line without limitations through cascaded switches or hubs
~PROFINET « 100 m between two nodes, up to 65535 nodes in one segment
« branches can be connected/removed at run time ("Hot Connect”)
» EtherNet/|P « Straight or crossed cables — automatic detection
»CC-Link IE
SRR EREEREERY
»Sercos i i _ ﬁg. !
»Powerlink E # ? E # E JER
#Modbus/TCP
e =
#EtherCAT
»Summary

With EtherCAT almost any number of devices (up to 65535) can be wired
in a line structure — there are no restrictions due to cascaded switches or
hubs. Any number of drop lines or branches are possible, too, providing
the most flexible topology.
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crm—
EtherCAT Gateways EtherCAT. ™

»Classification « EtherCAT Performance allows for: EtherCAT instead of PCI
* no card slots required any more

~PROFINET « maximum system expandability with low cost fieldbus gateways
= seamless integration of fieldbus devices protects your investment
» EtherNet/|P « smooth migration path from fieldbus to EtherCAT
y EE 1L | | ]
' l
=Sercos |l B i
rs = \ \
L ICANGpan|
~Powerlink -|W_;;,=33. e
e
»Modbus/TCP Y Devicoir > i A
gl
»EtherCAT ) deviceter 3 s
g sl
»Summary B

EtherCAT is so fast that it can replace the PCI bus (and thus the PCI
slots) in almost all applications. Fieldbus master and slave card can be
moved into the EtherCAT network. EtherCAT control computers can thus
be very compact, without restricting the expandability.

In addition, this feature provides a very elegant and smooth migration
path: Devices which are not (yet) available with EtherCAT interface, can
be integrated via underlying fieldbus systems — typically without restricting
the performance compared with the PCI solution.
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Safety over

'x w ) »# Safety over EtherCAT: Features FtherCAT. ¥

~Classification - Safety over EtherCAT is approved by TUV

) » The protocol meets Safety Integrated Level SIL 3 according to
~PROFINET IEC 61508

» The protocol is international standard IEC 61784-3-12

»EtherNet/IP
= Safety over EtherCAT consequently supports
»CC-Link IE a small and lean implementation
» Suitable for functional safety I/O as well as for
»Sercos Il functional safety maotion control
» The protocol is open for any communication system
»Powerlink + not limited to EtherCAT
* Routing via unsafe gateways, fieldbuses or backbones is
~Modbus/TCP possible, even wireless
» Safe Parameter Download at boot-up guarantees most simple
#EtherCAT device replacement
= Safety devices are available since 2005
»Summary

The open protocol Safety over EtherCAT (abbreviated with FSoE "FailSafe
over EtherCAT") defines a safety related communication layer for
EtherCAT. Safety over EtherCAT meets the requirements of IEC 61508
SIL 3 and enables the transfer of safe and standard information on the
same communication system without limitations with regard to transfer
speed and cycle time.

It usage is not limited to EtherCAT based communication systems — it may
be used on any fieldbus or Industrial Ethernet technology. However, ETG
refrains from proactively promoting FSoE as universal fieldbus
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independent safety protocol. We do not believe that a safety protocol that is alien
to the system can displace the native safety protocol promoted by the
corresponding fieldbus user organization. And if the alien protocol has to be
implemented and maintained in addition to the native safety protocol (if such a
product can be certified at all), it would add substantial non-justifiable costs.
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* Safety over EtherCAT: Technology Approach
with safety and non-safety data on the same bus
»PROFINET Device 1 ' Device 2
=EtherNet/IP Safety
“Application
»CC-Link IE
Standard Standard
Application Application
#Sercos |l
Safety
ovar
»Powerlink T
EtherCAT EtharCAT EtherCAT
Modbus/TCP Communication Interface Communication Interface DLL and AL
»EtherCAT EtharCAT Telegram
#Summary Safaty dai’; container (FSoE Frame)

With Safety over EtherCAT the communication channel is really “black” (or
irrelevant for the safety analysis), and not “grey”. Therefore e.g. no SIL
monitor is required to check the current error rate on the network.
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Safety over
Safety over EtherCAT: System Example FtherCAT. ¥ |
~Classification « Decentralized Safety-Logic
) « Standard PLC routes the safety messages
~PROFINET
Standard Safety Inputs Safety Sensors
i (= . : ;
»EtherNet/IP x 2 B
| .

»CC-Link IE |

]

| .
»Sercos Il : % o

r
= Powerlink 1

|

|
>Modbus/TCP L
#EtherCAT
#Summary Safety Drives

With Safety over EtherCAT a decentralized safety PLC (“Safety Logic”)
can be combined with a non-safe standard main controller. With this
approach functional safety can be added to existing control systems
without the need to replace the main controller with a functional safety
PLC.

Of course FSoE also supports the classical approach (PLC also contains
the safety controller).
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Safety over

~Classification + As of 2/2014, the

EtherCAT product guide
~PROFINET shows safety

products from 6 vendors
»EtherNet/IP . In total

6 vendors of FSoE masters,
=CC-Link IE 9 vendors of FSoE drives,

7 vendors of FSoE I/O and
»Sarcos i sensors have shown their

products e.g. on trade shows.
>Powerlink '
~Modbus/TCP

Multi-Viendor FSoE Demo @

=EtherCAT SPSNPC/Drives Trade Show 2013
#Summary

Fetrary 190 S BT T Tachnokogy Grmp incuniTisl Ebwmet Teohrooges

Safety over EtherCAT: Adoption Rate  EtherCAT. ¥

The FSoE license is provided free of charge.

The entire “eco-system” for implementing FSoE is available, including
TOV certified tests.
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[ra————
Without Redundancy: Cable Failure EtherCAT.™
»Classification Master
RX Unit TX Unit
»PROFINET
#EtherMet/IP
»CC-Link IE
»Sercos I
~Powerlink @ @ ® ®
#Modbus/TCP Slave 1 Slave M-1 Slave M+1 Slave N
» EtherCAT RX TK":R}( TX RX[ITX ”:“-er:ITX
TX [CIRX*—{TX[ZIRX TX[RX|+—{TX[Z]RX
»Summary

EtherCAT is — even when wired in line topology — a ring structure, with two
channels in one cable (Ethernet full duplex feature). Whilst device located
before a cable or device failure can continue to operate (the EtherCAT
Slave Controller closes the ring automatically), devices behind the cable
failure are naturally not accessible any more.
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crm—
With Redundancy: Cable Failure = EtherCAT. ™

»Classification Master
) Only 2nd
PROFINET

= Ethernet Port
required — no

=EtherNet/IP special
Interface Card

=CC-Link IE

»Sercos I

~Maodbus/TCP Slave 1 Slave M-1 Slave M+1 Slave N

»EtherCAT y L " s it b . g =S

TXCIRX TX[IRX TXCRX|*+—TX RX |+
F3ummary

If the line is turned into a ring, there are two communication paths to each
device: cable redundancy.

With EtherCAT even without special hardware in the master: a second
Ethernet port is sufficient. All slave devices with two (or more) EtherCAT
ports support the cable redundancy feature anyhow.

The recovery time in case of cable failure is shorter than 15us. The initial
switchover to the redundant line does not require any reconfiguration by
the master.

By using this feature it is feasible to exchange device exchange at run
time (hot swap).
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crm—
EtherCAT is simpler to configure  EtherCAT. ™

>Classification ~ Addressing:
* No manual address setting required

~PROFINET » Addresses can be kept — no new addressing
if nodes are added
~EtherMNet/IP Topology:
: = Automatic topology target/actual comparison possible
gkl Diagnosis:
5 Sarcos il = Diagnosis information with exact localization

Network planning:

= Powerlink * Performance independent of slave implementation
(e.q. stack features, uC performance)

=ModbusTCP » Performance widely independent from topology (no switches/hubs)
+ Performance more than sufficient - therefore no ,tuning” required

~EtherCAT any more, default settings do the job

»Summary

The configuration of an EtherCAT network is very simple.

This is in particular the case for the network planning: since the process
data performance does not depend on the devices that were selected (and
their uC and stack performance) and since the topology has almost no
influence at all, hardly anything has to be considered.

Also the network tuning, which has been necessary with many fieldbus
and industrial Ethernet solutions, is hardly needed at all: even with default
settings Ethernet is more than fast enough.



Industrial Ethernet Technologies Page 148 © EtherCAT Technology Group

EtherCAT Implementation
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Like all Industrial Ethernet technologies that support hard real time,
EtherCAT requires a dedicated hardware interface — unlike its competition
EtherCAT requires such hardware only on the slave side. This provides
both maximum and predictable performance of the network, since
software stack delays do not have any influence any more. In addition this
leads to lower costs. The first EtherCAT Slave Controller (ESC) back in
2004 was FPGA based, released by the originator of the technology, the
German company Beckhoff Automation. In 2005 — 2007 EtherCAT ASICs
were introduced by Beckhoff and Hilscher. Many EtherCAT device vendors
also make use of the configurable EtherCAT IP-Cores for Altera and Xilinx
FPGAs. The Texas Instruments and the Renesas microcontroller and
microprocessor families also support EtherCAT Slave Controller
Interfaces. And more chips from a number of other vendors are in the
pipeline (not yet announced as of Feb 2014).
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EtherCAT is lower costs
»Classification
»PROFINET Master:
no dedicated plug in card {(co-processor),
»EtherNet/IP on-board Ethernet Port is fine
»CC-Link IE
Slave:
»Sercos Il - low cost Slave Controller
- FPGA or ASIC
»Powerlink - no powerful pC needed
guis o dion Infrastructure: -
: - no Switches/Hubs required E
il - Standard Ethernet Cabling
»Summary

EtherCAT intends to even undercut the fieldbus cost levels — in spite of the
much better performance and many additional features.
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'y ”_;ﬁ;}l"‘" EtherCAT: open technology EtherCAT. ™
»Classification * Protocol is published completely:

» EtherCAT is IEC standard (IEC 61158, IEC 61784, |IEC 61800-7,
*PROFINET ISO standard (IS0 15745-4) and SEM| standard (E54.20)

= Slave Controllers from several suppliers
~EtherNet/IP « Master Stacks from several suppliers (also open source)

+ Supported by the EtherCAT il
»CG-Link IE Technology Group EtherCAT. ™

« Foundation: November 2003 Technology Group
»Sercos |l » Tasks: Support, Advancement and Promotion of EtherCAT

* Already more 2600" member companies from
»Powerlink 56 countries in 6 Continents:

—Device Manufacturers

»Modbus/TCP _End Users
> EtherCAT ~Technology-Provider

» ETG Offices in Germany, USA, China, Japan and Korea
e « Membership is open to everybody R

The EtherCAT Technology Group is official standardization partner of the IEC: the ETG
nominates experts for the international standardization committees and may submit standard
proposals.

Since beginning of 2005 EtherCAT is an official IEC specification: IEC/PAS 62407. Since Oct.
2007 EtherCAT is part of the standards IEC 61158 (Digital data communication for
measurement and control — Fieldbus for use in industrial control systems), IEC 61784-2 (Digital
data communication for measurement and control —Part 2: Additional profiles for

ISO/IEC 8802-3-based communication networks in real-time applications) and IEC 61800-7
(Profiles for motion control systems). The latter is particularly important for motion control
applications, since it makes EtherCAT a standardized communication technology for the
SERCOS and CANopen drive profiles, on an equal footing with SERCOS I-Ill and CANopen
respectively. The drive parameters and state machines as well as the process data layout of the
device profiles remain untouched when mapped to EtherCAT. Hence the user interface does
not change when moving from SERCOS and CANopen to EtherCAT, and device manufacturers
can re-use major parts of their firmware.

Safety over EtherCAT has been standardized in IEC 61784-3-12 (Industrial communication
networks - Profiles - Part 3-12: Functional safety fieldbuses), and cables, connectors etc. for
EtherCAT are specified in the installation profile IEC 61785-5 -12 (Industrial communication
networks - Profiles - Part 5-12: Installation of fieldbuses - Installation profiles for CPF 12).
EtherCAT is also part of ISO 15745-4 (device description profiles)

The EtherCAT Technology Group (ETG) is an organization in which key user companies from
various industries and leading automation suppliers join forces to support, promote and
advance the EtherCAT technology. With over 2600 members, the EtherCAT Technology Group
has become the largest fieldbus organization in the world. Founded in November 2003, it is also
the fastest growing fieldbus organization.
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E——
EtherCAT: versatile System EtherCAT. ™
S Classification « Master to Slave, Slave to Slave, Master to Master
* Transparent tool access to all nodes
»PROFINET » open interfaces
#EtherNet/lIP .
— 'ﬁmﬂrﬂﬁﬁg
»CC-Link IE EH .. g
s | " IR
L - et
»Sercos Ili B ;| S i.'.'.'..'..'. } E # :
.- e HMHEHHE :
Mim ];I :
% - L
»Powerlink Master s E E E E 1 |||||:r
- HHHE
| o ilninln wEE|aslnalm
»Modbus/TCP I - ——- T T u'
EH -] g Y
» EtherCAT O 1—‘ T 41 [<ANope ]
= | —
i, S
F3ummary

Besides the master/slave communication EtherCAT provides further
possibilities: masters can communicate among each other as well as slave
devices.

For slave to slave communication there are two varieties:

Topology dependent slaves can insert data “upstream” which can be read
“‘downstream” by all other slaves. In many applications that require slave
to slave communication these relationships are known at network planning
stage and thus can be handled with accordingly. Wherever this is not
possible, the second variant can be applied:

Topology independent two cycles are used for slave to slave
communication. In most cases the corresponding delay time is not critical
at all — in particular if one considers that EtherCAT is even at twice the
cycle time still faster than any other solution....
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'I. .
V‘ r“ # EtherCAT also for Factory Networking EthercAT~
--"; L8 |
rpl-"‘"" i
> Classification -
1 EtherCAT Automation Protocol
~PROFINET s - Sk L il
~EtherNet/IP
»CC-Link IE § il A
| |
-"'SE“:C‘S- |“ Master Maater Aaster
~Powerlink Master | Mhariter ,I
~Modbus/TCP i
Sl dewice Shrwe devioe Slewe device Slyve device Slave device
»EtherCAT EtherCAT Device Protocol processed on the fly
~Summary

In 2009 the EtherCAT protocol portfolio was enhanced by the EtherCAT
Automation Protocol (EAP). As a result, EtherCAT also comprises the
Ethernet communication between control systems, as well as to the
supervisory systems. EAP simplifies the direct access of process data
from field devices at the sensor / actuator level and also supports the
integration of wireless devices.

For the factory level, the base protocols for process data communication
have been part of the EtherCAT specification from the very beginning. In
2009 ETG enhanced those with services for the parameter communication
between control systems and for routing across system boundaries.
Uniform diagnostic and configuration interfaces are also part of the EAP.
It can be used in switch-based Ethernet topologies as well as via wireless
Ethernet. Process data is communicated like network variables, either
cyclically or event-driven. Both the classic EtherCAT Device Protocol,
which utilizes the special EtherCAT functional principle of "processing on
the fly," and the new EAP make use of the same data structures and
facilitate vertical integration to supervisory control systems and networked
controllers.

While EAP handles the communication in the millisecond range on the
process control level and between control systems, the EtherCAT Device
Protocol handles /O and motion control communication in the field level in
the microsecond range.



Industrial Ethernet Technologies Page 153 © EtherCAT Technology Group

o7\ - [rap—
‘ i)« EtherCAT: Stability EtherCAT.
d L= )
#Classification = Several Spec editions, but only one technology version

= The technology has been enhanced, but not changed.
~PROFINET

» Examples for Enhancements:
> EtherNetIP = Device Profiles

(e.g. for semiconductor industry specific devices)

»CC-Link IE = FSoE (added in 2005)
| = EtherCAT Automation Protocol (for Master/Master
»Sercos Il Communication)
~Powerlink
=Modbus/TCP :
#EtherCAT
»Summary

EtherCAT devices made in 2004 are interoperable with devices made in
2014 — the new devices may support additional features or may have
implemented a device profile that had not been available in 2004, but the
basic communication protocol has not been changed ever since.

The outstanding stability of EtherCAT has been a major asset of the
technology: vendors of EtherCAT devices do not have to fear that their
implementation is obsolete any time soon.
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Crm——
EtherCAT Adoption Rate EtherCAT. ™

»Classification « As of Feb 2014, ETG Mi

online product guide

»PROFINET contains 523 EtherCAT
entries.
SEBRNaIE « Altogether 124 vendors of
_ EtherCAT drives,
petLukIE 90 vendors of EtherCAT ~ J&E= EmertAT 10 Vendors
IO and 159 vendors EthorCAT Diiva Vondors 4l T.EJI.II;F
ZEarcos il Of EtherCAT Masters. - ot tate oot verswr (0. == Lrag =
HVVEH DAY Fok
- H e —— ) RN D CEEy  TOSMEE g o
S Powerlink ETG does not publish 2=\ ™ "o oo F-E:I:
node counts for e e e e N ;-z
>Modbus/TCP EtherCAT * 2 T I S S g B
ocoaihapuntll : ol Tl T o
»EtherCAT o T - :_'..:: o in'n':" ol
3_._':_': ::: -I:I. - T.”'_-‘_r" :'T ?"' 2.
=Summary o T e o 18 e y

The adoption rate of EtherCAT is outstanding. In particular the adoption
rate among master vendors underlines the wide spread support as well as
the openness of the technology: it makes a difference if a vendor “just”
support another fieldbus interface for his (slave) components such as
drives or I/O, or if he adopts the fieldbus as own system bus and
implements a master.

For two reasons ETG does not publish node counts:

1. ETG does not know the numbers, since sales do not have to be
reported and since the EtherCAT Slave Controller sales cannot be
monitored do to the “buy-out” licensing of the IP Core.

2. It is obvious that the other organizations do not know their numbers
either....

So ETG has to live with the fact that most market research organizations
underestimate the EtherCAT market share.
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EtherCAT Performance EtherCAT.
»Classification EtherCAT is the fastest Industrial Ethernet Technology:
»PROFINET Transmission Rate: 2 x 100 Mbaud (Voll-Duplex)
! o « 256 digital /O in 11 ps
St aldls - 1000 digital I/O distributed to 100 nodes in 30 ps = 0.03 ms
Ssarcasill « 200 analog I/O (16 bit) in 50 ps, 20 kHz Sampling Rate
+ 100 Servo-Axis (each 8 Byte 1+0O) every 100 ps = 0.1 ms
S Powerlink * 12000 digital /O in 350 ps IR | T s w Trvioe
EthercAT~
»Modbus/TCP More details ? : o
..... see EtherCAT Presentation = T
»EtherCAT or EtherCAT website F 45 :‘:'En e .
www.ethercat.org .'—?.'—.'—__ E_? i
»Summary aasal

The performance figures have been determined with a mix of physical
layers, thus representing typical installations.

A comprehensive EtherCAT introduction can be found at the EtherCAT
website.



Industrial Ethernet Technologies Page 156 © EtherCAT Technology Group

E——
EtherCAT Summary EtherCAT. ™
»Classification « EtherCAT provides:
— Superior Performance
~PROFINET — Line, Ring, Tree, Drop Line, Star Topology
- Master/Slave, Master/Master and Slave/Slave
~EtherNet/IP communication

— Integrated Functional Safety: Safety over EtherCAT

geltHkiE — TCP/IP without cycle time limitations
_ — Simple configuration — no manual address setting
=Sercos . : . % .

— Comprehensive diagnosis functionality
=Powerlink - Redundancy

— Support of CANopen* and SERCOS* Drive Profiles
»Modbus/TCP « EtherCAT is:

— Open technology, worldwide supported, |IEC standard
»EtherCAT — Low cost and simple to implement
»Summary

*CAkapent in 0 irsdamank of Cid 8 V. SERCOS irertace™ i @ raseman of Sia Y

EtherCAT typically is chosen for one or more of these three reasons:

- superior performance
- flexible topology — even at large distances
- low costs

For more information regarding EtherCAT please go to

www.ethercat.org
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fwrﬂ- Stack Performance Comparison (1)

»Classification « Stack performances of the Ethernet technologies differ
substantially, due to the different complexity of the stacks

»PROFINET « Softing, a German specialist for field bus technology
p_:ub[ished* the following comparison of the stack delay

»EtherNet/IP times: —
e FIG0E  EtemetPY  EthercaT
~ =L}

Stack Time PROFINET EtherNet/IP EtherCAT
»Sercos |l 1o

Average 0.5788 ms 1.8873 ms 0.1143 ms
»Powerlink Max: 0.7391ms 29571ms  0.1821 ms
AT Min: 0.5394 ms 1.2332 ms 0.0474 ms
i ) « All three protocols were implemented on the same
' hardware (interface board with FPGA + Softcore CPU) and
»EtherCAT by the same team, so they are indeed comparable

, = Source: Einver fur aie, Flecbie Roeal-Time-Ethermel Anschalfung mil FPGA
fsummaw massies drives Aulomation Peal-Time Elbernat Sondedhefl 2010, by Frank Iwanitz
Business Developmant Manager Feal-Time Ethemnat at Scfting GmbH, Munich, Germarry

. Most performance comparisons only look at the network itself up to
the slave controller chips, and neglect the stack performances.

. However, the stack performance is crucial when looking at the overall
network system performance

. Softing is using the eCos RTOS on the Softcore CPU that runs the
stacks

. The stack times were measured from the interrupt that is generated
at the reception of the Ethernet frame at the IP core until the data is
made available to the application at the application interface (stack
API).
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¥ Stack Performance Comparison (ll)

»Classification « Softing stack performance data shown in a diagram,
+ Beckhoff EtherCAT Slave Stack Code (SSC*)
~PROFINET
~EtherNetiP | " | EthercAT
POk EtherCAT r EtherCAT — X
) ¥ u hin
~Sercos |l | | ) g, :r.,
EtharnatliP i
~Powerlink
»Modbus/TCP Pl | 200
- i
»EtherCAT 0 05 . 15 2 25 3
= 55C Stack Delay trme measwred on ELSB00 EtherCAT Evaluabon Kl
F3ummary i=sing the 10 Mhz Sesial Process Data Interface and a 40 MHZ
16 Bl PIC CPU, 2 Byte Ouspud Data, min 15us, max 20

. Most performance comparisons only look at the network itself up to
the slave controller chips, and neglect the stack performances.

. However, the stack performance is crucial when looking at the overall
network system performance
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In principle, one should not compare technologies in such an overview table: since
the ratings are based on figures, assumptions and assessments that cannot be given
in full detail, one may come to a different conclusion. However, some like this and
ask for these tables.

In order to provide a better transparency, comments for each row are provided.

Cycle Time: EtherCAT is about 3 times faster than PROFINET IRT and Sercos-llI,
and about 10-15 times faster than Powerlink or CC-Link IE. Due to TCP/IP usage for
process data communication and the related stack delays, the Modbus cycle time in
principle is longer than with PROFINET 1/O — but this is widely implementation
dependent.

Synchronicity: The EtherCAT distributed clock mechanism provides jitter-values of
<<1ps. With Sercos-Ill, Powerlink and CC-Link IE the jitter depends on the
communication jitter of the master, with PROFINET-IRT, Powerlink and CC-Link IE
Field it (also) depends on the number of cascaded switches resp. hubs. All four
technologies claim a jitter of <1us — as does CIPsync.

Throughput of IP data: with the ,best effort® approaches Modbus, EtherNet/IP and
PROFINET RT the throughput of IP data is basically limited by the stack
performance. Since PROFINET IRT and EtherCAT reserve bandwidth for Real-time
communication, the remaining throughput for IP data is reduced by the protocol — but
typically it remains higher than the stack performance of an embedded TCP/IP stack.
With IRT the user has to ensure that certain load limits are not exceeded. Powerlink
suffers from half duplex communication and overall poor bandwidth utilization due to
polling. CC-Link |IE does not transport other Ethernet traffic (the SLMP option is the
other way round: SLMP via TCP/IP in external Ethernet networks). Sercos-Ill suffers
from the delay introduced by large no. of cascaded switches (in Realtime Mode).
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— [#lwfole] ) RO O - iy =
04 | rnmr D | GBS | AR | pREEG |CCLinkIE| SBLCOS | EthercaAT™
Topology + Modbus | Ethernet | ProfiMet Power- ProfiMet | CC-Link

Wiring TGP P RT link IRT IE Sercos lll | EtherCAT

Topology (Contral)
Flexibility = - = B o + = e o

{Field)

s i - O 0 (Control) + ++

Line Structure (10) {~25) + (511) (65535)
(Fiald)

CoTs -

Infrastructure ++ + O o i (Contral) - +

Components

{Switch, Router, (no +

Connector tc. ) Switch)

{Fiold)

Topology Flexibility: EtherCAT supports line, tree, star, ring, drop lines without
practical limitations on number of nodes and hardly any influence on performance.
PROFINET IRT: line, tree, star, drop lines, but limited no. of nodes and strong
interdependency between topology and performance. CC-Link IE Control: ring
only; CC-Link IE Field: star + line, ring announced. Powerlink: line, tree, star, drop
lines, but strong limitation due to hub delays. Sercos-lll: line and ring only.

Line Structure: ModbusTCP, EtherNet/IP + PROFINET RT only support line
topology with device integrated switches — and of course, the switch delays
accumulate. With Powerlink, only few nodes in line, due to hub delays. According
to B&R user manual, a maximum of 10 hubs is allowed between master and slave
—so only 10 nodes in line. With PROFINET IRT, accumulated jitter due to
cascaded switches limits the no. of nodes in line topology. CC-Link IE Field: up to
121 nodes in line, Sercos-Ill specifies up to 511 nodes in line, EtherCAT supports
up to 65535.

Commercially Off The Shelf (COTS) Infrastructure Components: EtherNet/IP
asks for manageable switches with IGMP support. Hubs with 100 MBit/s
(Powerlink) cannot be considered COTS technology, since the chips are obsolete.
PROFINET RT requires a careful switch selection. PROFINET IRT requires
special switches throughout, Sercos-Ill does not allow switches, EtherCAT can be
used with switches (between masters and EtherCAT segments). If required,
EtherCAT networks can be further extended e.g. by inserting fiber optic segments
using standard infrastructure devices. CC-link IE Control: no COTS devices
possible; CC-Link IE Field: Switches can be used.
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e pREED poEEn — 7=
04 | e | GHAOE. | S | SEEGE. |CCLinkIE | S8CEOS | EtherCAT

Modbus Etheamet ProfiNet Power- ProfiMet CC-Link

TCP P RT link IRT IE Sercoa It | EMerGAT

Features

Slave to Slave J J J J‘ ( J J J

Communication

TCPAP & other
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supported
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Safety - v v v v v 4 v

Slave to Slave Communication: supported by all technologies. Via Master only:
Modbus/TCP. Directly between slaves, but initiated by master: all others (EtherCAT:
depending on topology). Topology independent slave-to-slave communication with
EtherCAT requires 2 frames (which can be sent within the same cycle), so
performance of this communication type may be degraded to Sercos-Ill or
PROFINET IRT levels.

TCP/IP & other Internet Technologies supported: almost all technologies allow
for TCP/IP communication and Internet Technologies. Modbus/TCP, EtherNet/IP
and PROFINET I/O have no scheduling for this communication, all others do.
Powerlink, PROFINET-IRT, Sercos-Ill and EtherCAT connect generic Ethernet
devices (e.g. Service notebooks) via Gateways or special switchports. CC-Link IE
Field can connect external SLMP/TCP/IP devices via Gateway, but cannot transport
generic TCP/IP or Ethernet traffic.

Cable Redundancy: For Modbus/TCP switches with spanning tree protocol can be
used to establish cable redundancy (between the switches only). EtherNet/IP has
introduced the DLR protocol (and the corresponding devices). For PROFINET RT
there is the Media Redundancy Protocol (MRP). For Powerlink, redundancy
requires doubling of all infrastructure components plus additional redundancy
interface devices (or special redundancy slaves). For PROFINET IRT there is
Media Redundancy for Planned Duplication (MRPD). Sercos-lll and EtherCAT
support cabling redundancy, for EtherCAT with very little additional hw effort (only a
2nd Ethernet port in the master, no special card).

Safety: There is no Modbus/TCP safety protocol. The safety approaches of the
other technologies differ regarding stability: Safety over EtherCAT products are
shipping since end of 2005.
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0 | cnemr D | RGO | ST | SEEET |CCLinkIE| SELCOS | EthercaT™
Modbus Ethameat Profidaet Power- ProfiMet CC-Link
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0 integr.) integr.) integr.} Switch] Bwitch)
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* Requites Special Masier Card with Co-Processor

Node Costs: Whilst Modbus/TCP — due to limited real time claims — can be implemented on
16bit uC, EtherNet/IP, PROFINET 1I/O and Powerlink require substantial processing power
and memory. Using FPGAs, Powerlink, Sercos and EtherCAT achieve comparable cost
levels, the ASIC implementation of EtherCAT reaches or undercuts fieldbus cost levels.
Node costs for CC-Link IE Field are difficult to determine, since the ASICs are not available
(at least not in Europe). CC-Link IE Control ASICs are not available at all.

Development effort: Assuming the TCP/IP stack is present, Modbus/TCP can be
implemented with very low effort. PROFINET 1/O requires about 1 MByte (!) of code.
PROFINET IRT is very complex — not only but in particular the master. EtherCAT slaves can
be implemented with very little effort, since all time critical functions are provided in
hardware. EtherCAT masters range from very simple (e.g. with one process image) or more
complex (e.g. with dynamic scheduling). Sercos development effort for slave devices is
assumed to be similar to EtherCAT, since real time part is handled in hw, too. Development
Effort for CC-Link IE Field are difficult to determine, since the ASIC manuals are not
available (at least not in Europe).

Master Costs: Modbus/TCP, EtherNet/IP, PROFINET I/O and EtherCAT masters do not
require a dedicated plug in card. Since EtherCAT masters typically only send one frame per
cycle, the additional CPU load on the master is much lower than with the others in this
group. For hard real time applications, PROFINET IRT, CC-Link IE, Powerlink and Sercos-ll|
require special dedicated master cards with communication co-processors. For soft realtime
requirements, Powerlink and Sercos-IIl can also be implemented with SoftMaster.

Infrastructure Costs: Whilst Modbus uses switches (but no special ones), EtherNet/IP (+
typically PROFINET RT) require manageable switches (EtherNet/IP with IGMP support).
Depending on the topology, the integrated hubs (Powerlink) or switches (PROFINET-RT) or
special switches (PROFINET-IRT, CC-Link IE) are sufficient - if not, external hubs or special
switches are required. Sercos-Ill and EtherCAT do not require switches or any other active
infrastructure components.
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* Mot all ODVA or PTO/PNC or CLPA members support Ethermnet

User Group Size: No. of members in the user group is not crucial, but may serve as an
indicator for the acceptance. As of Feb 2014, the EtherCAT Technology Group has 2662
member companies (membership free of charge*), Sercos International has 58 member
companies™*. EPSG (Powerlink) has 66 member companies***. ODVA has 304 member
companies****. Profibus International (Pl) consists of 25 regional organizations with a total of
over 1400 members (Siemens is 25 x member), and CLPA***** has 1548 members, but their
membership is predominantly fieldbus (Profibus, CC-Link) related. ModbusTCP is so widely
used that the Modbus membership of 82 members****** only does not reflect its acceptance.

Worldwide User Group: ODVA, Pl and CLPA are present worldwide — as is ETG, with offices
in Europe, North America, China, Korea and Japan. Sercos has offices in Europe, North
America and Japan.

Worldwide Acceptance: Modbus/TCP vendors exist worldwide. EtherNet/IP vendors are
mainly from North America, some in Asia and Europe. Hardly and PROFINET RT products in
Japan. Powerlink mainly implemented in Europe and China (open source). No non-German
PROFINET IRT products known. No non-Mitsubishi CC-Link IE Control products, hardly any
non-Japanese CC-Link IE Field products. No Non-European Sercos-Ill products known.
EtherCAT has been implemented by vendors in 6 continents, and it widely accepted in Europe,
NA, and Asia (including Japan).

Technology stability: Has the basic technology reached a stable state or are there still major
changes?
* since ETG membership is free of charge, membership figures should not be compared 1:1 with the other organizations.

** according to website www.sercos.de/www.sercos.com. + 9 Chinese Members of Sercos Asia + 8 Members of Sercos
North America; all as of Feb 2014

***according to EPSG Publication “PowerlinkFACTS” published in November 2007. In April 2007, there were 71 member
companies. Since then now new membership figures published.
**** according to www.odva.org as of Feb 2014

**+xx CLPA website claims 1900 members as of 2013, but in Feb 2014 lists only 313. There used to be a free of charge
membership option — maybe this is the reason for the difference.

***** according to www.modbus.org as of Feb 2014
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Special Hardware Used: Modbus/TCP, EtherNet/IP (not: CIPsync) +
PROFINET RT can be implemented with standard hardware chips. For
Powerlink, recommended implementation is with FPGA. PROFINET IRT, CC-
Link require special chips in master and slave, Sercos-IIl need special chips
(e.g. FPGA) in aster and slave, EtherCAT requires an EtherCAT Slave
Controller (FPGA or ASIC) but no special chips, cards or co-processors in the
master.

Adoption Rate: Modbus TCP has been used for many years. EtherNet/IP,
PROFINET RT are spreading. Since 2007: hardly any new Powerlink products.
Potential PROFINET IRT vendors wait for technology stability (IRT+). CC-Link
IE Control: only Mitsubishi products (except cable + connectors), CC-Link |E
Field: very few non-Mitsubishi products so far. Sercos-Ill 1.1 started shipping in
December 2007. EtherCAT: large selection of master and slave devices from
large variety of vendors (e.g. over 90 different servo drive vendors, 60 1/O
device vendors, over 120 master vendors); more than 1200 implementation kits
sold, many more devices expected soon.

International Standardization: As far as international standardization is
concerned, all are part of IEC 61158 and IEC 61784-2 since Oct 2007 — the only
exception is CC-Link IE, which is expected to become an IEC standard in 2013
(only the application layer, though)

Modbus-TCP: Communication Profile Family (CPF) 15, IEC 61158 Type 15
EtherNet/IP: CPF 2, IEC 61158 Type 2

PROFINET: CPF 3, IEC 61158 Type 10

Powerlink: CPF 13, IEC 61158 Type 13

CC-Link IE: CPF 8, IEC 61158 Type 23 (expected to be published in 2014)
Sercos-lll: CPF 16, IEC 61158 Type 19

EtherCAT: CPF 12, IEC 61158 Type 12
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